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SYSTEMS AND METHODS FOR 
RESPONDING TO NATURAL LANGUAGE 

SPEECH UTTERANCE 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation of US. patent applica 
tion Ser. No. 11/197,504, entitled “SYSTEMS AND METH 
ODS FOR RESPONDING TO NATURAL LANGUAGE 
SPEECH UTTERANCE,” ?ledAug. 5, 2005, Which issued as 
US. Pat. No. 7,640,160 on Dec. 29, 2009, the contents of 
Which are hereby incorporated by reference in their entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The invention relates to retrieval of information or process 

ing of commands through a speech interface and/or a combi 
nation of a speech interface and a non-speech interface. More 
speci?cally, the invention provides a fully integrated environ 
ment that alloWs users to submit natural language questions 
and commands via the speech interface and the non-speech 
interface. Information may be obtained from a Wide range of 
disciplines, making local and netWork inquiries to obtain the 
information and presenting results in a natural manner, even 
in cases Where the question asked or the responses received 
are incomplete, ambiguous or subjective. The invention may 
further alloW users to control devices and systems either 
locally or remotely. 

2. Background of the Related Art 
A machine’s ability to communicate With humans in a 

natural manner remains a dif?cult problem. Cognitive 
research on human interaction shoWs that verbal communi 
cation, such as a person asking a question or giving a com 
mand, typically relies heavily on context and domain knoWl 
edge of the target person. By contrast, machine-based queries 
(a query may be a question, a command, a request and/or 
other types of communications) may be highly structured and 
may not be inherently natural to the human user. Thus, verbal 
communications and machine processing of queries taken 
from the verbal communications may be fundamentally 
incompatible. Yet the ability to alloW a person to make natural 
language speech-based queries remains a desirable goal. 

Speech recognition has steadily improved in accuracy and 
today is successfully used in a Wide range of applications. 
Natural language processing has been applied to the parsing 
of speech queries. Yet, current systems do not reliably provide 
a complete environment for users to submit verbal and/or 
textual communications through natural language queries 
that are processed to provide natural responses. There 
remains a number of signi?cant barriers to creation of a 
complete speech-based and/ or non-speech-based natural lan 
guage query and response environment. 

SUMMARY OF THE INVENTION 

According to an aspect of the invention, one object of the 
invention is to overcome these and other draWbacks of prior 
systems. 

According to one aspect of the invention, users may pro 
vide the system With spoken utterances and/or textual com 
munications in a natural language format, including imper 
fect information such as, incomplete thoughts, incomplete 
sentences, incomplete phrases, slang terminology, repeated 
Words, Word variations, synonyms, or other imperfect infor 
mation. In order for machines (e.g., computer devices) to 
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2 
properly respond to questions and/or commands that are pre 
sented in the natural language format, the questions and/or 
commands may be parsed and interpreted to formulate 
machine processable queries and algorithms. 

In another aspect of the invention, systems are provided for 
overcoming the de?ciencies of prior systems through the 
application of a complete speech-based information query, 
retrieval, presentation and command environment or a com 
bination of speech-based and non-speech-based information 
query, retrieval, presentation and command environment. 
This environment makes maximum use of context, prior 
information, domain knoWledge, and user speci?c pro?le 
data to achieve a natural environment for one or more users 

submitting queries or commands to multiple domains. 
Through this integrated approach, a complete speech-based 
natural language query and response environment may be 
created. Alternatively, a combination of speech-based and 
non-speech-based natural language query and response envi 
ronment may be created. Further, at each step in the process, 
accommodation may be made for full or partial failure and 
graceful recovery. The robustness to partial failure is achieved 
through the use of probabilistic and fuZZy reasoning at several 
stages of the process. This robustness to partial failure pro 
motes the feeling of a natural response to questions and com 
mands. 

According to another aspect of the invention, the system 
may include a speech unit interface device that receives utter 
ances, including spoken natural language queries, commands 
and/or other utterances from a user, and a computer device or 
system that receives input from the speech unit and processes 
the input (e. g., retrieves information responsive to the query, 
takes action consistent With the command and performs other 
functions as detailed herein). The system may further gener 
ate a natural language response and/ or generate a natural 
language message, such as an alert message, Without any 
prompting from a user. According to another embodiment of 
the invention, the non-speech interface may be provided in 
addition to, or in place of, the speech unit interface. For 
example, the non-speech interface may communicate non 
speech information, such as textual communications, graphi 
cal or tabular information, or other non-speech information. 

According to one embodiment of the invention, infrastruc 
ture may be provided to maintain context information during 
multimodal interactions, such as speech and/or non-speech 
interactions. According to one exemplary embodiment of the 
invention, context information may be maintained in a mul 
timodal environment by providing communication channels 
betWeen multimodal devices, or mobile device, and the sys 
tem. The communication channels alloW the system to 
receive multimodal input such as text-based commands and 
questions and/or voice commands and questions. According 
to another embodiment of the invention, the multimodal input 
may include a string of text, such as keyWords, that are 
received as commands or questions. According to yet another 
embodiment of the invention, the system may synchronize the 
context betWeen the multimodal devices and the speech 
based units. In order to send a response to the corresponding 
device, the system may track the source and send the response 
to the corresponding speech interface or the non-speech inter 
face. 

According to an alternative embodiment of the invention, 
context information may be maintained using a context man 
ager that may be centrally positioned to receive input from 
multiple sources and to provide output to multiple sources. 
According to one embodiment, the devices that communicate 
With the context manager may register through a registration 
module and may subscribe to one or more events. According 
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to another embodiment of the invention, the context manager 
may receive input in Context XML form, for example. The 
other registered devices may be informed of context changes 
through a context tracking module to enable synchronizing of 
context across the registered modules. According to one 
embodiment of the invention, registered modules may be 
added or removed from the system. The registered modules 
may include dynamic link libraries (DLLs) that are speci?c to 
multimodal devices. 

According to yet another alternative embodiment of the 
invention, context information may be determined from a 
command or request that is presented in a textual format 
and/ or a command or request that is presented as an utterance 
and processed using a multi-pass automatic speech recogni 
tion module that transcribes the utterance to a text message. 
The command or request may be compared against a context 
description grammar to identify a match. Any active gram 
mars in the context description grammar may be scored 
against the command or request and a best match may be sent 
to a response generator module. Agents may be associated 
With corresponding response generator modules and may 
retrieve the requested information for generation of a 
response. The agents may update a context stack to enable 
folloW-up requests. 

According to another aspect of the invention, the speech 
unit and/or multimodal device may be incorporated into the 
computer device or system, or may be separate structures. If 
separate structures are provided, the speech unit and/ or mul 
timodal devices may be connected to the computer device via 
a Wired or Wireless connection. If a Wireless connection is 
provided, a base unit may be connected to the computer, 
internally or externally, to communicate With the speech unit 
and/ or multimodal device. 

According to another aspect of the invention, the computer 
devices or systems may comprise stand alone or networked 
PCs, personal digital assistants (PDAs), cellular telephones, 
or other computer devices or systems. For convenience, these 
and other computer alternatives are referred to as computers. 
One aspect of the invention comprises softWare that may be 
installed onto the computer, Where the softWare may include 
one or more of the folloWing modules: a non-speech infor 
mation receiving module; a speech recognition module that 
captures user utterances; a parser that parses the utterance; a 
text to speech engine module that converts the text to speech; 
a netWork interface that enables the computer to interface 
With one or more netWorks; a non-speech interface module 
and an event manager for managing events. Preferably, the 
event manager is in communication With a context descrip 
tion grammar, a user pro?le module that enables user pro?les 
to be created, modi?ed and accessed, a personality module 
that enables various personalities to be created and used, an 
agent module, an update manager, a cognitive model that 
provides statistical abstracts of user interaction patterns With 
the system, one or more databases, and other components. 

According to another aspect of the invention domain spe 
ci?c behavior and information may be organiZed into data 
managers. Data managers are autonomous executables that 
receive, process and respond to user questions, queries and 
commands. The data managers provide complete, convenient 
and re-distributable packages or modules of functionality, 
typically for a speci?c domain of application. Data managers 
may be complete packages of executable code, scripts, links 
to information, and other forms of communication data that 
provide a speci?c package of functionality, usually in a spe 
ci?c domain. In other Words, data managers include compo 
nents for extending the functionality to a neW domain. Fur 
ther, data managers and their associated data may be updated 
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4 
remotely over a netWork as neW behavior is added or neW 

information becomes available. Data managers may use sys 
tem resources and the services of other, typically more spe 
cialiZed, data managers. Data managers may be distributed 
and redistributed in a number of Ways including on removable 
storage media, transfer over netWorks or attached to emails 
and other messages. An update manager may be used to add 
neW data managers to the system or update existing data 
managers. 

According to another aspect of the invention, license man 
agement capabilities alloWing the sale of data managers by 
third parties to one or more users on a one time or subscription 

basis may be provided. In addition, users With particular 
expertise may create data managers, update existing data 
managers by adding neW behaviors and information, and 
making these data managers for other users as agents. 

In order to enhance the natural query and response envi 
ronment, the system may format results to increase under 
standability to users. Formatting and presentation of results 
may be based on the context of the questions, the contents of 
the response being presented, the history of the interaction 
With the user, the user’s preferences and interests and the 
nature of the domain. By contrast, rigid, highly formatted, or 
structured presentation of results may be deemed unnatural 
by many users. 

According to another embodiment of the invention, the 
system may simulate some aspects of a human “personality”. 
In some cases, the presentation of the response and the terms 
that are used to provide the response may be randomiZed to 
avoid the appearance of rigidly formatted or mechanical 
responses. The use of other simulated personality character 
istics is also desirable. For example, a response that may be 
upsetting to the user may be presented in a sympathetic man 
ner. Furthermore, results of requests may be long text strings, 
lists, tables or other lengthy sets of data. Natural presentation 
of this type of information presents particular challenges 
because simply reading the long response is generally not 
preferred. Instead, the system may parse important sections 
from the response and may initially provide only reports. 
Determining What parts of a long response are presented may 
be based on the context of the questions, the contents of the 
response being presented, the history of the interaction With 
the user, the user’ s preferences and interests and the nature of 
the domain. At the same time, the system may give the user 
interactive control over What information to present and hoW 
much information to present, to stop the response all together, 
or to take other actions. 

According to another aspect of the invention, the system 
may process and respond to questions, requests and/ or com 
mands. Keywords or context may be used to determine 
Whether the received utterance and/or textual message 
includes a request or command. For example, utterances may 
include aspects of questions, requests and/ or commands. For 
example, a user may utter “record my favorite TV program”. 
A request is processed to determine the name, the channel, 
and time for the users favorite TV program. A command must 
be executed to set a video recorder to capture this program. 

For utterances including questions and/or requests, the sys 
tem may perform multiple steps that may include one or more 
of: 

capturing the user’s questions and/ or requests through 
speech recognition components that operate in a variety 
of real-World environments; 

parsing and interpreting the question and/ or request; 
determining the domain of expertise and context, invoking 

the proper resources, including agents; 
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formulating one or more requests to one or more local 

and/or network data sources or sending appropriate 
commands to local or remote devices or the system 

itself; 
performing presentation formatting, variable substitutions 

and transformations to modify the requests to a form that 
yields desired results from the available sources; 

executing the multiple requests or commands in an asyn 
chronous manner and dealing gracefully With failures; 

extracting or scraping the desired information from the one 
or more results, Which may be returned in any one of a 
number of different formats; 

evaluating and interpreting the results, including process 
ing of errors to provide one or more results judged to be 
“best,” even if the results are ambiguous, incomplete, or 
con?icting; 

performing formatting, variable substitutions and transfor 
mations to modify the results to a form most easily 
understood by the user; and 

presenting the compound result, through a text to speech 
engine or a multimodal interface, to the user in a useful 
and expected manner. 

The above steps may be performed With knowledge of the 
domain of expertise, the context for the question or command, 
domain speci?c information, the history of the user’s inter 
actions, user preferences, available information sources or 
commands, and responses obtained from the sources. 

Probabilistic or fuZZy set decision and matching methods 
may be applied to deal With inconsistent, ambiguous, con 
?icting and incomplete information or responses. In addition, 
asynchronous queries may be used to provide rapid and 
graceful failure of requests or commands that alloW the sys 
tem to robustly return results quickly and in a manner that 
seems natural to the user. 

Many everyday questions are inherently subjective and 
result in ansWers that are a matter of opinion or consensus, as 
much as fact. Such questions are often ad hoc in their nature, 
as Well. The system, according to another aspect of the inven 
tion, may use adaptive, probabilistic, and fuZZy set decision 
and matching methods to identify the subjective nature of the 
question and to evaluate a range of possible ansWers, Wherein 
one or more ansWers may be selected that most accurately 
represent the type of result desired by the user. 

The context and expected results from a particular question 
may be highly dependent on the individual asking the ques 
tion. Therefore, the system may create, store and use personal 
pro?le information for each user. Information in the pro?le 
may be added and updated automatically as the user uses the 
system or may be manually added or updated by the user or by 
others. Domain speci?c agents may collect, store and use 
speci?c pro?le information, as may be required for optimal 
operations. Users may create commands for regularly used 
reports, automatically generated alerts, and other requests 
and for the formatting and presentation of results. The system 
may use pro?le data in interpreting questions, formulating 
requests, interpreting request results and presenting ansWers 
to the user. Examples of information in a user pro?le includes, 
history of questions asked, session histories, formatting and 
presentation preferences, special Word spelling, terms of 
interest, special data sources of interest, age, sex, education, 
location or address, place of business, type of business, 
investments, hobbies, sports interests, neWs interests and 
other pro?le data. 

According to one aspect of the invention, the system may 
attempt to provide rapid responses in order to provide a natu 
ral question and response environment. The rapid responses 
may be provided Without obtaining additional information. 
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6 
The system may determine agent composition, context and/or 
domain for a user’s question or command, for example, by 
using a real-time scoring system or other technique. Based on 
this determination, the system may trigger one or more agents 
to respond to the user’s question or command. The agents 
may make one or more requests and rapidly return a formatted 
response. Thus, users may receive direct responses to a set of 
questions, each With a different response or context. In some 
cases, the available information, including the request results, 
may not adequately ansWer the questions presented. In such 
situations, the user may be asked one or more folloW-up 
questions to resolve the ambiguity. Additional requests may 
then be made before an adequate response is provided. In 
these cases, the system may use context information, user 
pro?le information and/ or domain speci?c information to 
minimiZe the interaction With the user required to deliver a 
response. 

If the con?dence level of the domain or context score is not 
high enough to ensure a reliable response, the system may 
request that the user verify that the question or command is 
correctly understood. In general, the question may be phrased 
to indicate the context of the question including all criteria or 
parameters. If the user con?rms that the question is correct, 
the system may proceed to produce a response. OtherWise, 
either the user can rephrase the original question, perhaps 
adding additional information to remove ambiguity, or the 
system may ask one or more questions to attempt to resolve 
the ambiguity or other actions may taken. 

According to one aspect of the invention, the system may 
accept any natural language question or command and, as a 
result, may be subject to ambiguous requests. To assist users 
in formulating concise questions and commands, the system 
may support a voice query language. The language may help 
users clearly specify the keyWords or contexts of the question 
or command along With the parameters or criteria. The system 
may provide built in training capabilities to help the user learn 
the best methods to formulate their questions and commands. 

In order to make the responses to user’s questions and 
commands seem more natural, the system may employ one or 
more dynamically invokable personalities and/or emotional 
models. Personalities and emotional models have speci?c 
characteristics that simulate the behavioral characteristics of 
real humans. Examples of these characteristics include, sym 
pathy, irritation, and helpfulness and associated emotions. 
The personality also randomiZes aspects of responses, just as 
a real human Would do. This behavior includes randomization 
of terms used and the order of presentation of information. 
Characteristics of the personality and/ or emotions are 
invoked using probabilistic or fuZZy set decision and match 
ing methods and using criteria, including the context for the 
question, the history of the user’s interaction, user prefer 
ences, information sources available, responses obtained 
from the sources. 

According to another aspect of the invention, special pro 
cedures may be employed to present information in the form 
of long text strings, tables, lists or other long response sets. 
Simply presenting a long set of information in an ordered 
manner may not be considered natural or What most users 
have in mind. The system may use probabilistic or fuZZy set 
matching methods to extract relevant information and present 
these sub sets ?rst. Further the system may provide commands 
alloWing users to skip through the list, ?nd keyWords or key 
information in the list or stop processing the list altogether. 

In addition to the ability to process user questions and 
commands, the invention may provide local or remote control 
functions for the system or for other devices. Users may 
initiate commands locally or remotely. Several techniques for 
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executing remote operations are possible, for example, the 
use of a telephone or other audio connection. Other remote 
command techniques may be used. The processing of these 
commands may be performed in a nearly identical manner to 
a question. One difference being that the result of the com 
mand is generally an action rather than a response. Examples 
of control operations supported by the invention include, 
?nding and playing music, ?lm, games or other entertainment 
media, control of the appliances or other electronic or electro 
mechanical devices, security systems control, audio, text and 
video conferencing (including Voice over IP conferencing), 
operating integrated messaging environments and other con 
trol operations. 
By using an optional analog or digital telephone interface 

or a data netWork interface, the invention can provide remote 
control capability of the computer or and auxiliary devices 
connected to the computer. For example, if the computer is 
connected via an interface to one or more auxiliary devices, a 
remote user can use this capability to remotely control or 
program the operation of the auxiliary device. For example, 
this enables recording of a television program, checking the 
status of a home security system, checking voice mail mes 
sages, hearing and responding to email messages, and much 
more. For each user command utterance, the system may 
execute a number of steps possibly including: 

capturing the user’s command through speech recognition 
that operates in a variety of real-World environments; 

parsing and interpreting the command; 
determining the domain for the command and context, 

invoking the proper resources, including agents; 
formulating device speci?c commands for the system or 

external devices; 
routing commands to the system, or external devices, 

including external devices connected to data netWorks; 
receiving and processing results of commands, including 

errors; and 
optionally, providing responses to users indicating the suc 

cess or failure of the command, and possibly including 
state information. 

The system may be used in conjunction With a Wide range 
of platform environments. These environments may include, 
as a peripheral to a PC, a portable or Wearable computer or 
other computer, embedded in a PC or other computer, on a 
personal digital assistant, such as a PDA With Wireless net 
Working capability, in a specialiZed device such as a bar code 
scanner or payment terminal, on a Wireless telephone, or 
other platforms. If the invention is used With a mobile or 
portable device that has position location capability, the loca 
tion data can be used by the invention as part of the context for 
user questions. A user may use the system on one or more 

devices. In this case, history and pro?le information for the 
user may be synchroniZed betWeen the multiple devices on a 
periodic basis or other basis. 

According to another aspect of the invention, the system 
may be deployed in a netWork of devices that use a common 
base of agents, data, information, user pro?les and histories. 
Each user can then interact With, and receive, the same ser 
vices and applications at any location equipped With the 
required device on the netWork. For example, multiple 
devices on Which the invention is deployed, and connected to 
a netWork, can be placed at different locations throughout a 
home, place of business or other location. In such a case, the 
system may use the location of the particular device 
addressed by the user as part of the context for the questions 
asked. 

According to one embodiment of the invention, the system 
may support multiple users that access the system at different 
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8 
times. According to another embodiment of the invention, the 
system may support multiple users that access the system 
during a same session in an interleaved or overlapping man 

ner. The system may recogniZe the multiple users by name, 
voice, or other characteristic and may invoke a correct pro?le 
for each user. If multiple users are addressing the system in 
overlapping or interleaved sessions, the system may identify 
the multiple users and may invoke one or more corresponding 
pro?les. For applications that require security safeguards, the 
multiple users may be veri?ed using voiceprint matching, 
passWord or pass-phrase matching, or other security safe 
guards. 
When multiple users are engaged in interleaved sessions, 

the system may gracefully resolve con?icts using a probabi 
listic or fuZZy set decision method for each user. This process 
may simulate the manner in Which a human Would address 
multiple questions from various sources. For example, the 
system may ansWer short questions ?rst in time While ansWer 
ing longer questions later in time. Alternatively, the system 
may ansWer questions in the order that they are received, 
among other con?gurations. 

Given the desire for domain speci?c behavior, user speci?c 
behavior and domain speci?c information, the system, 
according to another aspect of the invention, may alloW both 
users and content providers to extend the system capabilities, 
add data to local data sources, and add references to netWork 
data sources. To alloW coverage of the Widest possible range 
of topics, the system may alloW third party content developers 
to develop, distribute and sell specialiZed or domain speci?c 
system programs and information. Content may be created 
though creation of neW data managers, scripting existing data 
managers, adding neW data to agents or databases and adding 
or modifying links to information sources. Distribution of this 
information is sensitive to the users interests and use history 
and to their Willingness to pay or not. 

According to another aspect of the invention, the system 
may alloW users to disseminate their knoWledge Without pro 
gramming. The system may include mechanisms that alloW 
users to post and distribute data managers and information in 
their particular areas of expertise, to improve system capabil 
ity. Further, users can extend the system and con?gure it to 
their oWn preferences, add information to their pro?le to 
de?ne neW questions or queries, extend and modify existing 
questions and queries, add neW data sources, update data 
sources, set preferences and specify presentation parameters 
for results. 

Since the invention may operate in many environments, 
including environments With background noise, point noise 
sources and people holding conversations, ?ltering of speech 
input may be performed. The invention may use, for example, 
either one-dimensional or tWo-dimensional array micro 
phones to receive human speech. The array microphones may 
be ?xed or employ dynamic beam forming techniques. The 
array pattern may be adjusted to maximiZe gain in the direc 
tion of the user and to null point noise sources. Speech 
received at the microphones may then be processed With 
analog or digital ?lters to optimiZe the bandWidth, cancel 
echoes, and notch-out narroW band noise sources. Following 
?ltering, the system may use variable rate sampling to maxi 
miZe the ?delity of the encoded speech, While minimizing 
required bandWidth. This procedure may be particularly use 
ful in cases where the encoded speech is transmitted over a 
Wireless netWork or link. 
Some example applications for the invention includes but 

are not limited to the folloWing: 
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White pages and yellow pages lookups to ?nd, email 
addresses, telephone numbers, street addresses and 
other information for businesses and individuals; 

personal address book, calendars and reminders for each 
user; 

automatic telephone dialing, reading and sending emails 
and pages by voice and other communications control 
functions; 

map, location and direction applications; 
movie or other entertainment locator, revieW information 

and ticket purchasing; 
television, radio or other home entertainment schedule, 

revieW information and device control from a local or 

remote user; 

Weather information for the local area or other locations; 
stock and other investment information including, prices, 
company reports, pro?les, company information, busi 
ness neWs stories, company reports, analysis, price 
alerts, neWs alerts, portfolio reports, portfolio plans, etc.; 

?ight or other scheduled transportation information and 
ticketing; 

reservations for hotels, rental cars and other travel services; 
local, national and international neWs information includ 

ing headlines of interest by subject or location, story 
summaries, full stories, audio and video retrieval and 
play for stories.; 

sports scores, neWs stories, schedules, alerts, statistics, 
back ground and history information, etc.; 

ability to subscribe interactively to multimedia informa 
tion channels, including sports, neWs, business, different 
types of music and entertainment, applying user speci?c 
preferences for extracting and presenting information; 

rights management for information or content used or pub 
lished; 

horoscopes, daily jokes and comics, crossWord puZZle 
retrieval and display and related entertainment or diver 
sions; 

recipes, meal planning, nutrition information and plan 
ning, shopping lists and other home organiZation related 
activities; 

as an interface to auctions and online shopping, and Where 
the system can manage payment or an electronic Wallet; 

management of netWork communications and conferenc 
ing, including telecommunications, email, instant mes 
saging, Voice over IP communications and conferenc 
ing, local and Wide area video and audio conferencing, 
pages and alerts; 

location, selection, management of play lists and play con 
trol of interactive entertainment from local or netWork 
sources including, video on demand, digital audio, such 
as MP3 format material, interactive games, Web radio 
and video broadcasts; 

organization and calendar management for families, busi 
nesses and other groups of users including the manage 
ment of, meetings, appointments, and events; and 

interactive educational programs using local and netWork 
material, With lesson material level set based on user’s 
pro?le, and including, interactive multimedia lessons, 
religious instruction, calculator, dictionary and spelling, 
language training, foreign language translation and 
encyclopedias and other reference material. 

It Will be appreciated that the foregoing statements of the 
features of the invention are not intended as exhaustive or 

limiting, the proper scope thereof being appreciated by ref 
erence to this entire disclosure and reasonably apparent varia 
tions and extensions thereof. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

The invention Will be described by reference to the pre 
ferred and alternative embodiments thereof in conjunction 
With the draWings in Which: 

FIG. 1 is an overall diagrammatic vieW according to one 
embodiment of the invention; 

FIG. 2 is a schematic block diagram shoWing the agent 
architecture according to one embodiment of the invention; 

FIG. 3 is a high level process for receiving natural language 
speech-based queries and/or commands and generating a 
response according to one embodiment of the invention; 

FIG. 4A is a process for receiving natural language speech 
based queries and/or commands and generating a response 
according to one embodiment of the invention; 

FIG. 4B is a process for receiving natural language speech 
based commands in order to locally or remotely control func 
tions of devices according to one embodiment of the inven 
tion; 

FIG. 5 is a process for correctly interpreting a user’s utter 
ance according to one embodiment of the invention; and 

FIG. 6 is a process for determining the proper domain 
agents to invoke and the properly formatted queries and/or 
commands that is to be submitted to the agents according to 
one embodiment of the invention. 

FIG. 7 illustrates a diagram for centrally maintaining con 
text, according to one embodiment of the invention. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

Barriers to natural human request-response interaction 
betWeen humans and machines include that natural language 
queries may be incomplete in their de?nition. Furthermore, 
context of previous questions, knoWledge of the domain, 
and/or the user’s history of interests and preferences may be 
needed to properly interpret questions and/or commands. 
Thus, natural language questions may not be easily trans 
formed to machine processable form. Compounding this 
problem, natural language questions may be ambiguous or 
subjective. In these cases, forming a machine processable 
query and returning a natural language response may be dif 
?cult. 

In order for machines (e.g., computer devices) to properly 
respond to questions or commands that are submitted in a 
natural language form, machine processable queries and 
algorithms may be formulated after the natural form ques 
tions or commands have been parsed and interpreted. Algo 
rithms describe hoW the machines should gather data to 
respond to the questions or commands. Depending on the 
nature of the questions or commands, there may not be a 
simple set of queries and algorithms that Will return an 
adequate response. Several queries and algorithms may need 
to be initiated and even these queries and algorithms may 
need to be chained or concatenated to achieve a complete 
response. Further, no single available source may contain the 
entire set of results needed to generate a complete response. 
Thus, multiple queries and/or algorithms, perhaps With sev 
eral parts, may be generated to access multiple data sources 
that are located both locally or remotely. Not all of the data 
sources, queries and/or algorithms may return useful results 
or any results at all. 

Useful results that are returned are often embedded in other 
information and may need to be extracted from the other 
information. For example, a feW key Words or numbers may 
need to be “scraped” from a larger amount of other informa 
tion in a text string, table, list, page, video stream or other 



US 7,917,367 B2 
11 

information. At the same time, extraneous information 
including graphics or pictures may be removed to process the 
response. In any case, the multiple results must be evaluated 
and combined to form the best possible response, even in 
cases Where some queries do not return useful results or fail to 
produce results entirely. In cases Where the question is deter 
mined to be ambiguous or the result is inherently subjective, 
determining the results to present in the response is a complex 
process. Finally, to maintain a natural interaction, responses 
need to be returned rapidly to the user. Managing and evalu 
ating complex and uncertain queries, While maintaining real 
time performance, is a signi?cant challenge. 

The folloWing detailed description refers to the accompa 
nying draWings, and describes exemplary embodiments of 
the invention. Other embodiments are possible and modi?ca 
tions may be made to the exemplary embodiments Without 
departing from the spirit, functionality and scope of the inven 
tion. Therefore, the folloWing detailed descriptions are not 
meant to limit the invention. 

The invention provides a complete speech-based informa 
tion query, retrieval, processing and presentation environ 
ment or a combination of speech-based and non-speech 
based information query, retrieval, processing and 
presentation environment. In addition, the invention may be 
useful for controlling the system itself and/ or external 
devices. This integrated environment makes maximum use of 
context, prior information and domain and user speci?c pro 
?le data to achieve a natural environment for one or more 

users submitting requests or commands in multiple domains. 
Through this integrated approach, a complete speech-based 
natural language query, algorithm and response environment 
or a combination of speech-based and non-speech-based may 
be created. FIG. 1 shoWs one exemplary schematic diagram 
vieW of a system 90 according to an embodiment of the 
invention. 

The system 90 may include a main unit 98, a speech unit 
128, and multi-modal device 155. Alternatively, the system 
98 may comprise completely separate systems for main unit 
98, speech unit 128 and multi-modal device 155. The event 
manager 100 may mediate interactions betWeen other com 
ponents of the main unit 98. The event manager 100 provides 
a multi-threaded environment alloWing the system 98 to oper 
ate on multiple commands or questions from multiple user 
sessions, Without con?ict, and in an ef?cient manner, main 
taining real-time response capabilities. 

Agents 106 may include a collection of grammars, criteria 
handlers, and algorithms that are accessed to respond to a set 
of requests and/or commands. Agents 106 further may con 
tain packages of both generic and domain speci?c behavior 
for the system 98.Agents 106 may use nonvolatile storage for 
data, parameters, history information, and locally stored con 
tent provided in the system databases 102 or other local 
sources. One or more user pro?les 110 may be provided that 
includes user speci?c data, parameters, and session and his 
tory information for determining the behavior of agents 106. 
One or more personality modules 108 may be provided in a 
data determining system that includes personality character 
istics for agents 106. The update manager 104 manages the 
automatic and manual loading and updating of agents 106 and 
their associated data from the Internet 146 or other netWork 
through the netWork interface 116. 

According to one embodiment of the invention, the speech 
based interface for the system 90 may include one or more 
speech units 128. Speech units 128 may include one or more 
microphones, for example array microphone 134, to receive 
the utterances from the user. The speech received at the 
microphone 134 may be processed by ?lter 132 and passed to 
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12 
the speech coder 138 for encoding and compression. In one 
embodiment, a transceiver module 130 transmits the coded 
speech to the main unit 98. Coded speech received from the 
main unit 98 is detected by the transceiver 130, then decoded 
and decompressed by the speech coder 138 and annunciated 
by the speaker 136. 

According to one embodiment of the invention, the non 
speech-based interface for the system 90 may include one or 
more multi-modal devices 155 that may include mobile 
devices, stand alone or netWorked computers, personal digital 
assistances (PDAs), portable computer devices, or other 
multi-modal devices. 
The speech units 128, multi-modal devices 155 and the 

main unit 98 may communicate over a communication link. 
The communication link may include a Wired or Wireless link. 
According to one embodiment, the communication link may 
comprise an RF link. The transceiver 130 on the speech unit 
may communicate coded speech data bi-directionally over 
the communication link With the transceiver 126 on the main 
unit 98. According to another embodiment, RF link may use 
any standard local area Wireless data protocols including the 
IEEE 802.11, Bluetooth or other standards. Alternatively, an 
infrared data link conforming to any suitable standard such as 
IrDA or other infrared standards can be used. In an alternative 
embodiment, Wires connect the speech unit 128 and the main 
unit 98, eliminating the need for one speech coder 138. Other 
Wired or Wireless analog or digital transmission techniques 
can be used. 

According to one embodiment of the invention, coded 
speech received at the transceiver 126 on the main unit 98 
may be passed to the speech coder 122 for decoding and 
decompression. The decoded speech may be processed by the 
speech recognition engine 120 using the context description 
grammar module 112, among other information. Any recog 
niZed information may be processed by the parser 118, Which 
transforms information into complete algorithms and ques 
tions using data supplied by knoWledge agents. Knowledge 
agents may be selected from the plurality of agents 106 using 
a grammar stack, Wherein the knoWledge agents provide 
information for generating a response to the question or com 
mand. The knoWledge agents may then process the com 
mands or questions by creating queries that are submitted to 
local databases 102 or submitted through the netWork inter 
face 116 to external data sources over the Internet 146 or 
external other netWorks. Algorithms typically result in 
actions taken by the system 90 itself (i.e., pause or stop), or to 
a remote device or data source (i.e., doWnload data or pro 
gram, or control a remote device), through the netWork inter 
face to the Internet or other data interface. 

According to one embodiment of the invention, knoWledge 
agents may return results of questions as responses to users. 
The responses may be created using the results of information 
queries, the system personality 108, the user preferences, 
other data in the user pro?le 110, and/or other information. 
Agents 106 may present these results using the speech unit 
128. The agents 106 may create a response string, Which is 
sent to the text to speech engine 124. The text to speech engine 
124 generates the utterances, Which may be encoded and 
compressed by the speech coder 122. Once coded, the utter 
ances are transmitted from the main unit 98 by the transceiver 
126 to the transceiver 130 on the speech unit 128. The utter 
ance is then decoded and decompressed by the speech coder 
138 and output by the speaker 136. Alternatively, agents 106 
may present the results using multi-modal devices 155. 

The non-speech interface 114 may be part of, or separate 
from, the multi-modal devices 155 and may be used as a 
substitute or may complement the speech interface. For 
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example, non-speech interface 114 may be used to present 
and to interact With non-speech (e.g., graphical or tabular) 
information in a manner more easily digested by the user. 
According to one embodiment of the invention, multimodal 
support may be provided to maintain the context during both 
voice interaction and interaction through the non-speech 
interface 114. In one exemplary embodiment, a communica 
tion channel may be opened betWeen multimodal devices 155 
and the main user interface system 90 to alloW multimodal 
devices 155 to input text commands and questions. The mul 
timodal devices 155 may receive and/or provide one or more 
types of communications including speech, text, digital audio 
?les, and other communications. According to another 
embodiment of the invention, multimodal devices 155 may 
send a string of text or keyWords for a command or question. 
The main interface system 90 may synchroniZe the context 
betWeen multimodal device 155 and the speech units 128. In 
order to send a response to the corresponding device, the main 
user interface system 90 may track Where the input came from 
so that the response may be sent to a TTS or multi-modal 

device 155. 
According to an alternative embodiment of the invention 

illustrated in FIG. 7, a context manager 702 may be centrally 
maintained to alloW input from and output to multiple mobile 
devices 36. Each of the mobile devices may communicate 
With the context manager 702 to register via registration mod 
ule 712, Wherein registration may indicate events that the 
mobile devices 36 may subscribe to. The context manager 
702 may receive input in Context XML form, for example. 
The other registered mobile devices 36 may be informed of a 
context changes through context tracking module 714, 
thereby synchronizing the context across the registered 
mobile devices 36. According to one embodiment of the 
invention, registered mobile devices 36 may be added or 
removed. The registered mobile devices 36 may be dynamic 
link libraries (DLLs) that may be speci?c to the mobile 
devices 36. 

According to yet another alternative embodiment of the 
invention, context information may be determined from a 
command or request that is presented as a text message and/ or 
a command or request that is presented as a verbal utterance 
and processed using a multi-pass automatic speech recogni 
tion module that transcribes the verbal utterance to a text 
message. The multi-pass automatic speech recognition mod 
ule may use a dictation grammar or a large vocabulary gram 
mar, among other resources, to transcribe the verbal utterance 
into a text message. On platforms Where a dictation grammar 
is not available, the multi-pass automatic speech recognition 
may use a virtual dictation grammar that uses decoy Words for 
out-of-vocabulary Words. Decoy Words may include utility 
Words, nonsense Words, isolated syllables, isolated distinct 
sounds and other decoy Words. 

According to one embodiment of the invention, the text 
message may be searched for a particular character, group of 
characters, Word, group of Words, and other text combina 
tions. The text combination may be compared against entries 
in a context description grammar that is associated With each 
agent 106. If a match is identi?ed betWeen an active grammar 
in the context description grammar and the command and/or 
request, then the match may be scored. The agents 106 may be 
ranked based on the determined score. In generating an aggre 
gate response from the one or more responses received from 
the agents 106, the ordering of the responses from the indi 
vidual agents may be determined based on the rank of agents 
106. The aggregate response may be generated by a response 
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generator module. Agents 106 may update a context stack, 
that includes an ordered list of command contexts, to enable 
folloW-up requests. 

According to another embodiment of the invention, if a 
match is not found, or only a partial match is found, betWeen 
the text message and active grammars, then a knoWledge 
enhanced speech recognition system may be used to seman 
tically broaden the search. The knoWledge-enhanced speech 
recognition system may be used to determine the intent of the 
request and/ or to correct false recognitions. The knoWledge 
enhanced speech recognition may access a set of expected 
contexts that are stored in a context stack to determine a mo st 

likely context. The knoWledge-enhanced speech recognition 
may use context speci?c matchers that are able to identify 
context such as time, location, numbers, dates, categories 
(e.g., music, movies, television, addresses, etc.) and other 
context. The matching may be performed by comparing a 
character, group of characters, a Word, group of Words, and 
other text combinations. Alternatively, or in addition to text 
based matching, the matching may be performed using pho 
netic matching, among other techniques. The results of any 
match may be used to generate a command and/ or request that 
is communicated to agents 106 for additional processing. 
According to one embodiment of the invention, non-speech 
interface 114 may shoW system, state and history information 
in a more concise manner than is possible through the speech 
interface. Non-speech interface 114 may be accessed to cre 
ate or extend capabilities of agents 106. These operations may 
include scripting of agents, adding data to the agent or data 
bases 102 used by the agent, adding links to information 
sources, among other operations. 
According to another embodiment of the invention, system 

90 may include different types of agents 106. For example, 
generic and domain speci?c behavior and information may be 
organiZed into domain agents. A system agent, on the other 
hand, may provide default functionality and basic services. 
The domain agents provide complete, convenient and re 
distributable packages or modules for each application area. 
In other Words, the domain agents include data that is needed 
to extend or modify the functionality of the system 90 in a 
current or neW domain. Further, domain agents and their 
associated data can be updated remotely over a netWork as 
neW behavior is added or neW information becomes available. 
Domain agents may use the services of other, typically more 
specialiZed data managers and the system agent 150. Agents 
are distributed and redistributed in a number of Ways includ 
ing on removable storage media, transfer over netWorks or 
attached to emails and other messages. The invention may 
provide license management capability alloWing the sale of 
data managers by third parties to one or more users on a one 

time or subscription basis. In addition, users With particular 
expertise may create data managers, update existing data 
managers by adding neW behaviors and information and mak 
ing these data managers to other users as agents. A block 
diagram of an agent architecture according to an embodiment 
of the invention is shoWn in FIG. 2. 

Agents 106 may receive and return events to the event 
manager 100. Both system agents 150 and domain agents 156 
may receive questions and commands from the parser 118. 
Based on keyWords in the questions and commands and the 
structures of the questions and commands, the parser may 
invoke selected agents. Agents use the nonvolatile storage for 
data, parameters, history information and local content pro 
vided in the system databases 102. 

According to one embodiment of the invention, When the 
system starts-up or boots-up, the agent manager 154 may load 
and initialiZe the system agent 150 and the one or more 
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domain agents 156. Agent manager 154 includes knowledge 
of agents 106 and maps agents 106 to the agent library 158. At 
shutdown, the agent manager may unload the agents 106. The 
agent manager 154 also performs license management func 
tions for the domain agents 156 and content in the databases 
102. 
The system agent 150 manages the criteria handlers 152 

that handle speci?c parameters or values (criteria) used to 
determine context for questions and commands. According to 
one embodiment of the invention, criteria handlers 152 
include parsing routines that are specialiZed to recogniZe 
particular parts of speech, such as times, locations, movie 
titles, and otherparts of speech. The criteria handlers 152 may 
identify matching phrases and extract semantic attributes 
from the phrases. Both the system agent 150 and the domain 
agents 156 may use the criteria handlers 152. The various 
domain agents 156 may use the services of the system agent 
150 and of other, typically more specialiZed, domain agents 
156. The system agent 150 and the domain agents 156 may 
use the services of the agent library 158, which contains 
utilities for commonly used functions. According to one 
embodiment of the invention, the agent library may be a 
dynamic link library that implements one or more agents. The 
agent library may include utilities for text and string handling, 
network communications, database lookup and management, 
fuZZy and probabilistic evaluation, text to speech formats, and 
other utilities. 
Domain agents 156 may be data-driven, scripted or created 

with compiled code. A base of generic agent may be used as 
the starting point for data-driven or scripted agents. Agents 
created with compiled code are typically built into dynami 
cally linkable or loadable libraries. Developers of agents can 
add new functionality to the agent library 158 as required. 
Details of agent distribution and update, and agent creation or 
modi?cation are discussed in sections below. 

According to another embodiment of the invention, capa 
bilities are provided to distribute and update system agents 
150, domain agents 156, agent library 158 components, data 
bases 102, and context description grammar 112 over wire 
less or wired networks 136, including dial-up networks using 
the update manager 104. The network interface 116 may 
provide connections to one or more networks. The update 
manager 104 may also manage the downloading and instal 
lation of core system updates. The agent manager 154 may 
perform license management functions for the domain agents 
and the databases. The update manager 104 and agent man 
ager 154 may perform these functions for all agents and 
database content including, agents and content available to all 
users or agents and/or content available to selected users. 

Examples of agent and database components added or 
updated on a periodic basis include: 

agents for new domains; 
additional domain knowledge for agents; 
new keywords for a domain, which can include names of 

politicians, athletes, entertainers, names of new movies 
or songs, etc. who have achieved recent prominence; 

links to a preferred set of information sources for the 
domains covered including links for, entertainment, 
news, sports, weather, etc.; 

updates to domain information based on, for example, 
changes to tax laws, company mergers, changing politi 
cal boundaries; 

updates to content, including dictionaries, encyclopedias 
and almanacs; and 

other content and database components. 
When a user requires or selects a new domain agent 156 or 

database element 102, the update manager 104 may connect 
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to their source on the network 146 though the network inter 
face 116, download and install the agent or data. To save 
system resources and to comply with any license conditions, 
the update manger 1 04 may uninstall agents that are no longer 
in use. In one embodiment of the invention, the update man 
ager 104 may periodically query one or more sources of the 
licensed agents and database components to locate and down 
load updates to agent executables, scripts or data as they 
become available. Alternatively, the agent sources may ini 
tiate the downloading of agent updates of the registered or 
licensed agents to the update manager as they become avail 
able. 
The agent manager 154 may provide license management 

clients that are capable of executing most any license terms 
and conditions. When a particular agent 106 and/ or database 
element 102 is selected based on a submitted command, the 
agent manager 154 veri?es that the use of the agent or data 
element is within the allowed terms and conditions, and if so, 
invokes the agent or allows access to the data element. 
License management schemes that can be implemented 
through the agent manager 154 include outright purchase, 
subscription for updates, one time or limited time use. Use of 
shared agents and data elements (such as those down-loaded 
from web sites maintained by groups of domain experts) may 
also be managed by the agent manager 154. 

If questions or commands do not match an agent that is 
currently loaded on the system, the agent manager 154 may 
search the network 146 through the network interface 116 to 
?nd a source for a suitable agent. Once located, the agent can 
be loaded under the control of the update manager 1 04, within 
the terms and conditions of the license agreement, as enforced 
by the agent manager. 
New commands, keywords, information, or information 

sources can be added to any domain agent 156 by changing 
agent data or scripting. These con?guration capabilities may 
allow users and content developers to extend and modify the 
behavior of existing domain agents 156 or to create new 
domain agents 156 from a generic agent without the need to 
create new compiled code. Thus, the modi?cation of the 
domain agents 156 may range from minor data-driven 
updates by even the most casual users, such as specifying the 
spelling of words, to development of complex behavior using 
the scripting language as would typically be done by a domain 
expert. The user can create and manage modi?cations to 
domain agents 156 through speech interface commands or 
using non-speech interface 114. User-speci?c modi?cations 
of domain agents 156 are stored in conjunction with the user’ s 
pro?le 110 and accessed by the domain agent 156 at run-time. 
The data used to con?gure data driven agents 156 are 

structured in a manner to facilitate e?icient evaluation and to 
help developers with organiZation. These data are used not 
only by the agents 156, but also by the speech recognition 
engine 120, the text to speech engine 124, and the parser 118. 
Examples of some major categories of data include: 

1 . Content packages include questions or commands. Each 
command or question or group of commands or ques 
tions includes contexts used for creation of one or more 
requests. The domain agent 156 passes a context 
description grammar expression to the parser 118 for 
evaluation of a context or question. An initial or default 
context is typically supplied for each command or ques 
tion. The command or question may include a grammar 
for the management and evaluation of the context stack. 

2. Page lists or pointers to other local or network content 
sources. For each page or content source there is a 

pointer (e.g. URL, URI, or other pointer) to the page or 
source. Each page has speci?c scraping information 


















