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In a method for multimode information input and/ or adapta 
tion of the display of a display and control device, input 
signals of different modality are detected Which are supplied 
via the device to a voice recognition unit, thus initiating a 
desired function and/or display as an output signal, Which are 
displayed on the device and/or output by voice output. Touch 
and/or gesture input signals are provided on or to the device 
for selection of an object intended for interaction and activa 
tion of the voice recognition unit and for the vocabulary 
Which is provided for interaction to be restricted With the 
selection of the object and/or activation of the voice recogni 
tion unit as a function of the selected object, on the basis of 
Which a voice command from the restricted vocabulary is 
added to the selected object as an information input and/or for 
adaptation of the display, via the voice recognition unit. 
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MULTIMODE USER INTERFACE OF A 
DRIVER ASSISTANCE SYSTEM FOR 
INPUTTING AND PRESENTATION OF 

INFORMATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] This application is a US. National Stage Applica 
tion of International Application No. PCT/EP2008/009535 
?led Nov. 12, 2008, Which designates the United States of 
America, and claims priority to German Application No. 10 
2007 053 779.6 ?led Nov. 12, 2007, GermanApplication No. 
10 2008 051 757.7 ?led Oct. 15, 2008 and German Applica 
tion No. 10 2008 051 756.9 ?led Oct. 15, 2008. The contents 
of Which are hereby incorporated by reference in their 
entirety. 

TECHNICAL FIELD 

[0002] The invention relates to a method for multimode 
information input and adaptation of the information display, 
in particular a driver assistance system of a motor vehicle, as 
Well as a system architecture provided for implementing the 
method. 

BACKGROUND 

[0003] In the light of steadily rising complexities of func 
tions of driver information and driver assistance systems the 
man-machine-interface (MMI) in future more than ever has to 
look after reducing the duration and (sensed) complexity of 
control actions. 
[0004] Future man-machine-interfaces (MMIs) have to be 
in a position to integrate a rising number of driver information 
and driver assistance functions for the user in a comprehen 
sible and operable manner and at the same time to reduce the 
(sensed) complexity and the duration of individual control 
actions. 
[0005] For an optimization of the information input syner 
gistic multimode interfaces may make an important contribu 
tion for this. Such interfaces have already generally been 
described in “Nigay, L. and CoutaZ, J. (1993). A design space 
for multimode systems: concurrent processing and data 
fusion. In CHI ’ 93: Proceedings of the SIGCHI conference on 
Human factors in computing systems, pages 172-178, NeW 
York, N.Y., USA. ACM Press”. 
[0006] Already today, multimode inputs are feasible in a 
vehicleiin order to control a function the user may select 
betWeen several alternative communications modalities (for 
example voice or manual input). A synergistic and altemat 
ing, respectively, multi-modality alloWs for an increase in 
ef?ciency and comfort since inputs executed across several 
modalities are interpreted as contiguous. This contributes to a 
“more natural” communication (leaning to the man-man 

communication). 
[0007] In the ?eld of displaying information contents and 
operating interfaces user interfaces Which detect different 
parameters of the current usage situationiin particular the 
control intention and the control destination of the useriand 
deduct therefrom provisions for the adaptation of the user 
interface in a manner adaptive to the situation shoW a big 
potential. 
[0008] Such systems folloW the actions of the user, model 
the user interest and such anticipate user desires and actions. 
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[0009] For this, the technical system “vehicle” and its spe 
ci?c context of usage in contrast to many other ?elds of 
application offer good technical preconditions. As compared 
to other systems a minor and clearly de?ned number of inter 
action feasibilities exist in the vehicle, Whereby an anticipa 
tion of the control destination may be better reached on the 
side of the system. 

SUMMARY 

[0010] According to various embodiments, the present 
communication models can be further improved With respect 
to the communication feasibilities betWeen man and machine 
and a method providing communication feasibilities can be 
provided and a required system can be provided for realiZing 
a faster and more intuitive control of a man-machine-inter 
face. 
[0011] According to an embodiment, a method for multi 
mode information input and/ or adaptation of the display of a 
display and control device in a motor vehicle Which detects 
input signals of different modality Which are supplied to a 
voice recognition means via the at least one control device, 
Whereby, as an output signal, a desired function and/ or dis 
play is triggered Which is displayed on the display and control 
device and/ or is output via voice output, may comprise touch 
and/or gesture input signals on or at the display and control 
device Which lead to a selection of an object provided for 
interaction and to an activation of the voice recognition means 
and by means of the selection of the object and/ or the activa 
tion of the voice recognition means a restriction of the 
vocabulary provided for interaction is carried out depending 
on the selected object, Whereupon as information input and/ or 
for adapting the display via the voice recognition means a 
voice command associated With the selected object of the 
restricted vocabulary is added to the selected object. 
[0012] According to a further embodiment, the display and 
control device can detect as an input signal and as an activa 
tion signal for the voice recognition means: as the ?rst modal 
ity touch input signals of the user, such as turning, pressing, 
touching, sWitching of control elements, and/or as the second 
modality gesture input signals of the user. According to a 
further embodiment, With the provision of the object provided 
for interaction the voice recognition means of the voice dialog 
system can be activated by a control action generating touch 
input signals on or at the display and control device by means 
of a “long press” touch and/ or a “double click” touch and/or 
a “2 ?nger touch” and/or a “drag gesture”. According to a 
further embodiment, the voice recognition means of the voice 
dialog system can be activated automatically at the time of the 
detection of a control action comprising a “general” control 
intention generating gesture input signals and only subse 
quently the provision of the display object provided for inter 
action is carried out, so that it is ensured that in the case of an 
early voice input a voice evaluation is carried out by means of 
the voice recognition means. 
[0013] According to a further embodiment, the voice rec 
ognition means of the voice dialog system after its activation 
only may be active for a presettable, de?ned period of time 
Within Which a voice command may be added by the user, 
Wherein the activation and the de-activation, respectively, of 
the voice recognition means is carried out by means of a 
graphic displayi“graphic feedback”iat the region pro 
vided for interaction or at the object itself. According to a 
further embodiment, the added voice command can eb a 
single Word or a multiple Words vocable. According to a 
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further embodiment, in a “display object/voice interaction” a 
voice command in the form of a single Word or a multiple 
Words vocable can be added to the speci?ed display objecti 
exclusively by means of one and/ or several “verbs”iin order 
to generate a simple and intuitive multimode control for gen 
erating the output signal and the modi?ed function associated 
thereWith and for displaying the display object at the output 
module. According to a further embodiment, in a “display 
object context/voice interaction” a voice command in the 
form of a single Word or a multiple Words vocable can be 
added to the speci?ed objectiby means of one and/ or several 
context speci?c vocable/siin order to generate a simple and 
intuitive multimode control for generating the output signal 
and the modi?ed display and/or function of the object asso 
ciated thereWith at the display and operating element. 
According to a further embodiment, the voice command can 
be superimposed on the display and operating element for a 
presettable, de?ned period of time directly after the detection 
by means of the voice recognition means. According to a 
further embodiment, the activation and de-activation, respec 
tively, of the voice recognition means can be signaliZed by 
means of the graphic display “graphic feedback” at the dis 
play and operating element at the region provided for inter 
action or object and/or via a touch and/or acoustic signal 
“touch and/ or acoustic feedback”, Wherein the available pre 
settable period of time for inputting the voice command after 
the activation of the voice recognition means is graphically 
displayed in the display and operating element at the region 
provided for interaction or the object itself. According to a 
further embodiment, at the input of a voice command Which 
does not match the speci?ed display object provided for inter 
action a graphic and/or acoustic display and a signaling, 
respectively, can be carried out. According to a further 
embodiment, a presentation manager connected upstream of 
the display and control device may decide on the type of 
output and the selection of the applicable presentation 
method depending on the input signals.According to a further 
embodiment, the presentation method can be adapted 
depending on the input signals delivered to the presentation 
manager and is carried out by means of modi?cation of the 
graphical user interface, by means of suitable selection of the 
display content, by means of communications speci?c selec 
tion of the output medium4display and/or language and 
output time, respectively. According to a further embodiment, 
via the display and control device a control intention for the 
second modality can be input depending on the distance of a 
control motion from the display and control device, in par 
ticular a touchscreen, and a gesture input signal can be 
detected so that depending on the gesture input signal gener 
ated by the control motion a change over according to the 
situation betWeen a display mode and at least one control 
mode of the display and control device can be realiZed. 
According to a further embodiment, the control intention of 
the gesture input signal may be overlayable With all further 
input signals of the further modalities affecting the control 
intention. According to a further embodiment, the display and 
control device does not detect a control action so that an 
information manager connected upstream of the presentation 
manager does not detect a control intention, Wherein the 
presentation manager With respect to the illustration and dis 
play of information contents optimiZes the display and con 
trol device as “display mode”. According to a further embodi 
ment, the display and control device may detect a control 
action in the region dia presettable distance, in particular 
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dZS cm, so that the information manager identi?es a “gen 
eral” control intention, Wherein the presentation manager 
optimiZes the display of the display and control device in the 
overall region to the improved control “?rst control mode”. 
According to a further embodiment, the display and control 
device may detect a control action in the region d<a preset 
table distance, in particular d<5 cm, so that the information 
manager identi?es a “potentially aimed at” control intention 
of a selected object, Wherein the presentation manager opti 
miZes the display and control device for improved control of 
the “potentially aimed at” objects in the aimed at display 
region “second control mode”. According to a further 
embodiment, the optimiZation of the control modes may be 
carried out by means of scaling, superimposition, Zooming of 
presettable display regions, Whereby control areas of better 
usability are generated. According to a further embodiment, 
informationifor example speed, street classi?cation, tra?ic 
density, assistance level of the vehicle4can be supplied from 
a usage context of the vehicle system, Whereby an adaption of 
the available display area on the display of the display and 
control device is realiZed on the basis of the stress situation of 
the user. 

[0014] According to another embodiment, in a system 
architecture for multimode information input and adaptation 
of a display Which based on multimode interactions of a user, 
Whose input signals are deliverable via a user interface related 
to the respective modality via a display and control device and 
a voice recognition means, Wherein for evaluating the input 
signals an information manager is arranged Which depending 
on the input signals transfers to a presentation manager output 
signals Which may be provided to the user on a display and 
operating element connected doWnstream of the presentation 
manager and/ or the voice recognition means, the input signals 
of the different modalities are synergistic detectable by an 
information manager and the presentation manager may be 
activated based on the received input signals of the informa 
tion manager, and provides to the display and control device 
and/or the voice recognition means output signals prepared 
depending on the input signals. 
[0015] According to a further embodiment of the system, 
the display and control device detecting input signals can be 
a display comprising respective control elements or a touch 
display comprising respective control elements and a respec 
tive capacitive sensor system. According to a further embodi 
ment of the system, the display and control device outputting 
output signals can be a display or a touch display. According 
to a further embodiment of the system, depending on the input 
signals detected by the information manager the presentation 
manager may generate output signals Which serve the illus 
tration and control of: control levels for a superordinate selec 
tion of different systems, as for example a navigation system 
comprising system functions as for example route planning, 
correction of start and/or destination inputs, POI search, POI 
selection, POI interaction, communications functions or 
entertainment system comprising system functions as for 
example selection and correction of music titles. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0016] Consecutively the invention is described by Way of 
exemplary embodiments on the basis of the related draWings, 
in Which: 
[0017] FIGS. 1A to 1C shoW an adaptation of the display 
during an approach of a controlling hand Within a navigation 
map menu; 
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[0018] FIGS. 2A to 2C show the operating activity of a 
synergistic multimode POI search Within the navigation map 
menu; 
[0019] FIGS. 3A to 3C shoW the operating activity of a 
synergistic multimode interaction With a POI Within the navi 
gation map menu; 
[0020] FIGS. 4A to 4B shoW the operating activity of a 
synergistic multimode interaction With a POI Within the navi 
gation map menu; 
[0021] FIGS. 5A to SC shoW the operating activity of a 
synergistic multimode interaction With a POI Within the navi 
gation map menu; 
[0022] FIGS. 6A to 6B shoW the operating activity of a 
synergistic multimode menu function Within a superordinate 
topmost selection menu; 
[0023] FIGS. 7A to 7B shoW the operating activity of a 
synergistic multimode music selection function Within a 
music selection menu; 
[0024] FIGS. 8A to 8B shoW the operating activity of a 
synergistic multimode route planning function Within a route 
planning menu, and 
[0025] FIGS. 9A to 9B shoWs the operating activity of a 
synergistic multimode control function; 
[0026] FIG. 10 shoWs the system states during a de?ned 
approach of the controlling hand toWards a touchscreen; 
[0027] FIG. 11 shoWs the graphic dialog for the status dis 
play of the voice recognition means at the selected interaction 
object using the example of a playlist; 
[0028] FIG. 12 shoWs the graphic dialog for the status dis 
play of the voice recognition means at the selected interaction 
object using the example of a media player; 
[0029] FIG. 13 shoWs the graphic dialog for the status dis 
play of the voice recognition means at the selected interaction 
object using the example of a POI selection on a navigation 
display; 
[0030] FIG. 14 shoWs the graphic dialog for the status dis 
play of the voice recognition means at the selected interaction 
object using the example of a single POI on a navigation 
display. 

DETAILED DESCRIPTION 

[0031] The folloWing description introduces a method for 
multimode information input and adaptation of the informa 
tion display and a system architecture for an adaptive multi 
mode user interface. The method and the system architecture 
facilitate the control of future automotive systems. 
[0032] By means of a synergistic multimode information 
input and an automatic adaptation of the information display 
the respective situations of usage may be detected easier and 
more comprehensive. 
[0033] Typical applications for the interaction techniques 
are described by Way of example With respect to the interac 
tion With menus. For this, included is for example 
[0034] the assignment of control functions, such as mov 
ingiZooming, scrolling, on/off, stop and the like, of a 
monitor or of control functions desired on the monitor or 

[0035] the menu selection functions Within a superordinate 
uppermost selection menu or 

[0036] music selection functions Within a selected “music 
selection menu” or 

[0037] the route planning functions Within a selected “route 
planning menu” or 

[0038] communication functions (for example telephone, 
Internet) Within a selected “communication menu” or 
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[0039] POI selection functions Within a “POI selection 
menu” or 

[0040] route planning functions and/ or 
[0041] communication functions and/or 
[0042] POI selection functions Within a “navigation map 
menu” superimposed over a navigation map. 

[0043] Furthermore, introduced is a scaleable system archi 
tecture for an adaptive multimode user interface. It alloWs for 
multimode input feasibilities Which exceed the input feasi 
bilities found in today’s production. In particular it comprises 
system modules for evaluating input signals separately. 
[0044] Various embodiments emanate from a method by 
means of Which multimode information may be input, 
Wherein the respective information displays adapt depending 
on the information input. In motor vehicles this method in 
particular is of importance for driver assistance systems. So 
far, in most cases input signals of different modalities have 
been detected and supplied to a detection module. Serving as 
an input module receiving input signals from different 
modalities is a display and operating element, for example a 
conventional display comprising respective control elements 
or a touch display, Which in most cases in addition has further 
required operating elements. Thereby, by means of control 
ling the operating elements and/ or by means of touching the 
touch display/touchscreen a certain information input is 
alloWed for and an adaptation of an information display may 
be carried out, respectively. 
[0045] In most cases, usable as input signals further are 
control actions determined by gestures as for example a 
capacitive arranged sensor system is arranged Which alloWs 
for such a contactless detection of input signals. 
[0046] These modalities, the simple touch control action at 
control elements and/or the haptic “touch control action” 
and/or the gesture-based “gesture control action” are com 
bined With a voice recognition means for voice recognition. 
[0047] Various embodiments emanate form a method for 
multimode information input and/ or adaptation of the display 
of a display and control device in a motor vehicle Which 
detects input signals of different modality Which are supplied 
via the at least one control device and a voice recognition 
means, Whereby, as an output signal, a desired function and/or 
display is triggered Which is displayed on the display and 
control device and/ or is output via voice output. 
[0048] According to various embodiments, touch and/or 
gesture input signals on or at the display and control device 
lead to a selection of an object provided for interaction and to 
the activation of the voice recognition means and by means of 
the selection of the object and/or the activation of the voice 
recognition means a restriction of the vocabulary provided for 
interaction is carried out depending on the selected object, 
Whereupon added to the selected object as information input 
and/or for the adaptation of the display via the voice recog 
nition means is a voice command of the restricted vocabulary 
associated With the selected object. 
[0049] In a ?rst implementation variant for detecting the 
input signals the method prefers the utiliZation of a ?rst 
modality in the form of touch control actions of the user at the 
display and operating element, as for example turning, press 
ing, touching and/or sWitching of control elements at the 
detection module. 
[0050] In a second implementation variant for detecting the 
input signals preferably a second modality is used Where 
gesture control actions [gesture] of the useriin the form of 
motionsiare detected. 
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[0051] In combination With the ?rst and/ or second modality 
the voice recognition is used as a third modality, i.e. the voice 
of the user is employed for performing the method. 
[0052] According to various embodiments, both imple 
mentation variants serving the detection of the input signals 
are also utiliZed for activating the voice recognition means. 
[0053] According to various embodiments it is provided for 
that the voice recognition means of the voice dialog system is 
activated by means of a touch control action, for example a 
“long press” touch and/or a “double click” touch, and/or a 
“drag gesture” and/or a “2 ?nger touch”. 
[0054] According to various embodiments it is further pro 
vided for that the voice recognition means of the voice dialog 
system is activated automatically already at the time of the 
detection of a “general” gesture control action at the detection 
module. 

[0055] Both types of activation may be carried out in com 
bination. 

[0056] By means of this solution according to various 
embodiments the “push to talk” button activating the voice 
recognition means and until noW knoWn from prior art is 
omitted. 

[0057] In a further embodiment, independent of the touch 
and/ or gesture activation of the voice recognition means, the 
latter is active for a presettable de?ned period of time after the 
activation, Wherein then only during this predetermined 
period of time a voice command may be added by the user. 

[0058] Preferably, the added voice command is a single 
Word or a multiple Words vocable. 

[0059] In a ?rst embodiment of the interaction of gesture 
and/ or touch input signals and of the voice input in a so called 
“display object/voice interaction” a voice command from a 
given vocabulary is added to the object selected by means of 
the respective control action in the form of a single Word 
vocable or a multiple Words vocable4exclusively by means 
of one and/ or several “verbs”iin order to generate a simple 
and intuitive multimode control for generating the output 
signal and the converted function associated thereWith and for 
displaying the display object at the output module. 
[0060] In a second embodiment of the interaction of gesture 
and/ or touch input signals and of the voice input in a so called 
“display object context/voice interaction” a “context based” 
voice command of a given “context speci?c” vocabulary in 
the form of a single Word vocable or a multiple Words vocable 
is added to the object selected by the respective control action 
in order to also generate a simple and intuitive multimode 
control for generating the output signal and the modi?ed 
function associated thereWith and/ or for displaying the object 
at the display and operating element. 
[0061] It is preferably provided for that the voice recogni 
tion means of the voice dialog system after its activation only 
is active for a presettable de?ned period of time during Which 
a voice command may be added by the user, Wherein the 
activation and de-activation, respectively, of the voice recog 
nition means is carried out by means of a graphic displayi 
“graphic feedback”iin a therefore provided region at the 
display and operating element (remote from the interaction 
object). 
[0062] It is preferred that the respective voice command 
itself in a preferred design in both embodiments is overlayed 
in Written form on the display and operating element for a 
presettable de?ned period of time immediately after its detec 
tion by the voice recognition means. 

Jan. 27, 2011 

[0063] Also, it is preferred in both embodiments that the 
activation of the voice recognition means is signaliZed by 
means of a graphic display at the display and operating ele 
ment and/or by means of an acoustic signal of the display and 
control element, Wherein further preferred the presettable 
remaining duration for inputting the voice command after the 
activation of the voice recognition means is displayed. 

[0064] Finally, it is provided for in both embodiments to 
generate a graphic and/or acoustic message and to output it 
via the display and operating element or via a voice output 
device of the voice dialog system in the case of an input of a 
voice command Which does not match the speci?ed display 
object provided for interaction. 
[0065] It is further also preferably provided for in both 
embodiments that the voice recognition means of the voice 
dialog system after its activation only is active for a preset 
table de?ned period of time during Which a voice command 
may be added by the user, Wherein the activation and de 
activation, respectively, of the voice recognition means is 
carried out by means of a graphic displayi“graphic feed 
back”inot located remote from the interaction object at the 
display and operating element but at the object provided for 
interaction itself. This approach in Which a status of the voice 
recognition means is displayable in different manners is 
described in more detail in the exemplary embodiments. 

[0066] Further preferred, formed Within the system archi 
tecture supporting the method is a presentation manager 
Which decides on the type of output and the selection of the 
applicable presentation method at the display and operating 
element depending on the input signals of the different 
modalities received from an information manager connected 
upstream. 
[0067] In a further embodiment the presentation method is 
adapted depending on the input signals transferred to the 
presentation manager. 
[0068] A modi?cation of the presentation is carried out by 
means of an adaptation of the graphic interface, by means of 
a suitable selection of the display contents and/or by means of 
a communication speci?c selection of the output medium and 
output time, respectively. 
[0069] The method further is characterized in that via the 
display and operating element serving as the detection mod 
ule a control intention in particular of the second gesture 
modality [gesture] is input depending on the distance of a 
control motion from the display and operating element and an 
input signal is detected, so that depending on the gesture 
control action a changeover according to the situation 
betWeen a display mode and at least one control mode of the 
display and operating element is realiZed. 
[0070] In an embodiment the display and operating element 
of the system architecture at ?rst has the ability to establish 
Wether a control motion at all is present. If no control motion 
is present then this is detected and processed by the informa 
tion manager of the system, Wherein the presentation man 
ager of the output module is optimiZed to a “display mode” 
With respect to the illustration and display of information 
contents. 

[0071] When the display and operating element detects a 
control motion in the range dia presettable distance, in par 
ticular dZS cm, then the information manager identi?es a 
“general” control intention, Wherein the presentation man 
ager optimiZes the output module in the overall display area to 
a “?rst control mode” for an improved handling. 
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[0072] When the display and operating element detects a 
control motion in the range d<a presettable distance, in par 
ticular d<5 cm, then the information manager has detected a 
“potentially aimed at” control intention of a control target as 
the display object, Wherein the presentation manager opti 
mizes the output module for the “potentially aimed at” con 
trol targets in the display region aimed at to a “second control 
mode” for an improved handling. 
[0073] In an embodiment the optimization of the control 
modes is carried out by means of scaling, superimposition, 
zooming of the presettable display region, Whereby control 
areas comprising improved and simpli?ed usability are gen 
erated. 

[0074] In an embodiment the voice recognition means of 
the voice dialog system is already initiated automatically at 
the time of the detection of the general control intention as 
described above. 

[0075] In an embodiment the input signals of the different 
modalities produced consecutively or in parallel are used for 
a veri?cation of the input signals among each other. 
[0076] Lastly the method is characterized in that depending 
on respective also temporal superimposable input signals cor 
responding output signals are generated Which serve the illus 
tration and control of control levels and the selection of dif 
ferent systems provided With several control levels. To be 
understood as applications are functions of a navigation sys 
tem and an entertainment system Which comprise different 
function contents performable Within the respective system. 
[0077] Therefore, according to various embodiments 
assigned to the method is a system architecture for inputting 
multimode information and adapting an information display 
Which is implemented such that input signals may be supplied 
by means of a user interface assigned to the respective modal 
ity via a display and operating element and a voice recogni 
tion means. 

[0078] The system is characterized in that the input signals 
of the different modalities may be detected in a synergistic 
manner by an information manager and the presentation man 
ager may be controlled based on the input signals received 
from the information manager and provides to the display and 
control device and/or the voice recognition means output 
signals arranged depending on the input signals. 
[0079] Depending on the modality the display and operat 
ing element is a conventional display comprising dedicated 
control elements or a touchscreen Which in one embodiment 
is provided With a dedicated capacitive sensory system to 
Which further operating elements may be assigned in addi 
tion. 

[0080] Preferably, arranged for evaluating the input signals 
is the information manager Which transfers the input signals 
to a presentation manager so that the output signals of the 
information manager arranged for presentation by a presen 
tation manager may be provided to the display and operating 
element for display. 
[0081] A prerequisite for the respective interaction at ?rst is 
the manner of provision of the object provided for interaction. 
Conceived as an object are single objects as Well as areas With 
Which and in Which, respectively, the interaction takes place. 
[0082] This provision is carried out in the ?rst implemen 
tation variant by detecting the input signals using a ?rst 
modality M1 in the form of haptic control actions of the user 
at the display and operating element, as for example turning, 
pressing, touching, sWitching of control elements. 
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[0083] In a second implementation variant the provision of 
the object provided for interaction is carried out by detecting 
the input signals by means of a second modality M2 in Which 
the gesture control actionsiin the form of motions4of the 
user 10 are detected and evaluated. 
[0084] A prerequisite for the improved interaction is the 
activation of the voice recognition means in connection With 
the provision of the object provided for interaction. 
[0085] In the ?rst implementation variant, for activating the 
voice recognition means serves a touch control action M1, as 
for example a “long press” touch and/ or a “double click” 
touch, and/ or a “drag gesture” and/or a “2 ?nger touch” on a 
control device. 
[0086] In the second implementation variant it is provided 
for that the voice recognition means of the voice dialog sys 
tem already is activated automatically at the time of the detec 
tion of a “general” gesture control action M2. 
[0087] The tWo implementation variants may be carried out 
individually or in combination. 
[0088] When the voice recognition means is active in the 
third modality M3 voice commands may be input by the user 
10. In doing so, the method may be conducted such that the 
voice recognition means is only active for a presettable 
de?ned period of time, Wherein the period of time is displayed 
on the display and control device 20, 60 for the user 10. 
[0089] Once all prerequisites are ful?lled the interaction 
takes place Which is described as the ?rst embodiment of the 
“display object/voice interaction” Without Figures, hoWever, 
by means of the reference numerals of the later described 
second embodiment in order to clarify the relation to the 
second embodiment. 
[0090] Subsequently the description is carried out on the 
basis of the attached Figures by means of a second embodi 
ment of the “display object context/voice interaction”. 
[0091] First embodiment, the “display object/voice inter 
action”: 
[0092] In one of the embodiments, the “display object/ 
voice interaction”, the method is carried out by means of a 
haptic and/or a gesture control action M1, M2 and a voice 
command M3 as folloWs. 
[0093] At ?rst the object is selected by means of one of the 
control actions M1 and/or M2, Wherein simultaneously and 
automatically at least one of the tWo control actions of the 
voice recognition means is started. 
[0094] In the “display object/voice interaction” the voice 
recognition means exclusively is con?gured to detect one or 
several verbs of a verb vocabulary restricted and stored in the 
voice recognition means. Since verbs are easy to speak an 
intuitive combination results in the object selected by means 
of the control action M1 and/or M2 and a voice command M3 
comprising at least one verb. This procedure conforms to the 
fundamental modes of operation and procedures of human 
practice and speech, in particular a kind of child speech, 
Which is particularly intuitive. 
[0095] For a clari?cation of the interaction subsequently 
some examples are mentioned Which are initiated by at least 
one touch control action M1 for the provision of the object at 
a display and control device, for example a touch display or a 
touchscreen. As described, the provision of the object may 
also be initiated by means of gesture control actions M2 or by 
means of a combination of the control actions M1, M2. 
[0096] On the map of the touchscreens 20 the user 10 
touches a location or a POI icon and simultaneously says 
“drive there”, “store”, “call” or “drive past”. 
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[0097] On the touchscreen 20 the user 1 0 for example vieWs 
his music via cover-?oW. He touches a music album cover and 
says “play”, “delete”, “copy” or “memorize”. 
[0098] User 10 listens to HD Radio in the USA. On the 
touchscreen 20 he touches the title display of the current song 
on the display and says “get”. Thereupon, at home iTunes 
offers the marked songs for buying. 
[0099] On the touchscreen 20 user 10 vieWs his contacts in 
the form of photos, touches one and says “call”, “mail” or 
“drive there”. 

[0100] On the display of the touchscreen 20, 60 user 10 
vieWs a graphics of his vehicle, touches the luggage trunk or 
a WindoW and says “close”. 

[0101] Second embodiment, the “display object context/ 
voice interaction”: 

[0102] In its second embodiment, the so called “display 
object context/voice interaction”, various embodiments are 
described on the basis of FIGS. 1A to 9B. 

[0103] Also here it is offered to a user, the driver or co 
driver 10, to supply an input signal M of different modalities 
M1, M2, M3 to a display and operating element 20 and/or a 
voice recognition means. 

[0104] At ?rst, by means of a control action M1 and/or M2 
as already described in connection With the ?rst embodiment 
the provision of the object and simultaneously and automati 
cally With the provision of the object the activation of the 
voice recognition means is carried out. As an example, con 
trol actions such as turning/pressing or the like may be carried 
out for activating the voice recognition means or as already 
described in connection With the ?rst embodiment for acti 
vating the voice recognition means in the ?rst implementation 
variant a touch control action M1, a “long press” touch and/or 
a “double click” touch, and/or a “drag gesture” and/or a “2 
?nger touch” is carried out or it is provided for in the second 
implementation variant that the voice recognition means of 
the voice dialog system is already activated automatically at 
the time of detecting a “general” touch control action M2 at 
the detection module. 

[0105] In the second embodiment, the “display object con 
text/voice interaction”, the voice command M3 provided for 
interaction is a single Word or a multiple Words vocable from 
a restricted, context speci?c vocabulary for speci?c reason 
able actions of the respective speci?ed display object. This 
context based single Word or multiple Words vocable may be 
a verb and/or a substantive also here. HoWever, the vocabu 
lary is restricted and ?tted, respectively, to the respective 
context. Thereby a faster and simpler interaction betWeen 
user and system architecture develops, Whereby memory 
capacity is saved in the corresponding system architecture. 
[01 06] The further description is carried out With relation to 
the system architecture according to various embodiments 
Which alloWs for this method. 

[0107] Assigned to each of the modalities M1, M2, M3 is a 
respective user interface, for example a touchscreen 20 com 
prising control elements for the ?rst modality M1, Where 
applicable; a sensor system, in particular a capacitive sensor 
system, for the second modality M2 for detecting gesture 
control actions; a voice recognition means for the third 
modality M3 of the voice recognition. 
[0108] Furthermore, an information manager is provided 
Which evaluates the input signals and the signal portions of 
the modalities M1, M2, M3, respectively, in a synergistic 
manner. 
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[0109] The output signals of the information manager are 
supplied to a presentation manager Which forms the user 
interface for outputting noti?cations and information by 
means of a display and operating element and the voice output 
device of the voice recognition means, respectively, on Which 
output signals in the form of animated graphics and acoustics, 
respectively, are supplied to the driver or co-driver 10. 
[0110] Depending on the signals transferred by the infor 
mation manager the presentation manager thereby decides 
about the type of output and the selection of the applicable 
presentation method. 
[0111] An implementation of the adaptive multimode user 
interfaces, for example of a “navigation system”, is described 
incorporating the voice recognition comprising a user inter 
face of the voice recognition means, a gesture recognition 
comprising a user interface4capacitive sensor systemiand 
a detection of a gesture control action at a user interface of a 
touchscreen interface 20, 60 as a display and control device. 
[0112] The detection of the motion of the hand and/orithe 
position in a gesture recognition M2 is carried out by means 
of capacitive proximity sensors Which for example are 
mounted at the comers of the touchscreen 20. 
[0113] As shoWn in FIG. 10, a de?ned approach from a 
distance of about 10 cm toWards the navigation display imple 
mented as a touchscreen 20 is considered to be a general 
control intention by the system. 
[0114] Thereupon, the presentation manager adapts the 
input signals received from the information manager for the 
information display on the touchscreen 20 in favor of an 
improved usability of the push buttons provided (for example 
POI icons) by means of scaling and superimposition of addi 
tional control options. 
[0115] The table of FIG. 10 discriminates the presence of a 
controlling hand With respect to the existence of an input 
signal and assigns a certain control intention to this respective 
presence, Wherein in addition depending on the presence of 
the controlling hand the presentation manager sWitches to a 
presettable mode. 
[0116] When a controlling hand is not detected, then no 
control intention of the user 10 is detected and the presenta 
tion module, based on the data overall present in the informa 
tion manager optimiZes the illustration for displaying infor 
mation contents, the so called display mode. 
[0117] Already from a distance of about 5 cm, thus dZS 
cm, a presence is detectable in the range of the navigation 
display Which is detected as a “general” control intention. 
[0118] Thereupon, via the information manager, the opti 
miZation of the overall display takes place for a feasible 
manual control, the so called ?rst control mode at the presen 
tation manager. 
[0119] Form a distance of about <5 cm the precise operative 
control target results from the respective push button on the 
touchscreen 20, 60 aimed at by the index ?nger of the user 10. 
The presence and position of a controlling hand is detected 
and the potential position of the current control target is 
de?ned as the display object. Via the information manager an 
optimization of the area aimed at for the manual “?nger” 
control takes place by means of the presentation manager, the 
so called second control mode. 
[0120] The optimiZed push button aimed at in addition is 
scaled so that the aiming action for actuating the “button” 
displayed on the touchscreen 20 once more is simpli?ed. 
[0121] With current user interfaces based on a touchscreen 
20 in the vehicle the dimensions of the push buttons mostly 
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are reduced to an ergonomically acceptable minimum in 
order to provide space for a parallel display of information 
With limited display siZe. 
[0122] By means of the changeover according to the situa 
tion betWeen the display mode and the ?rst or second control 
mode the limited display area of touchscreens 20 in the 
vehicle under the assumption of a control intention may be 
used ef?ciently for the display of information contents in 
clearly arranged illustrations as Well as for the illustration of 
particular control areas. 

[0123] Using the example of the manual interaction With a 
POI icon in a navigation map on a touchscreen 20, 60 imple 
mented by Way of example is this method Which at ?rst is 
described on the basis of FIGS. 1A to 1C. 

[0124] FIG. 1A shoWs a touchscreen 20, 60 of a navigation 
system Where a controlling hand has not yet been detected so 
that the information display in the display mode is optimiZed 
across the complete touchscreen 20, 60. 

[0125] During a general approach (general control inten 
tion) of the controlling hand according to FIG. 1B the siZe of 
the POI icon already is scaled. In this connection, street 
names, route information and other details are partly covered 
since they are not of relevance during the time period of the 
control action. Therefore, already an optimiZation into the 
?rst control mode for the folloWing manual control takes 
place. 
[0126] During aiming at the “indicator”ithe object 
selected for interactioniaccording to FIG. 1C for the oper 
ating option for manipulating the map vieW these are super 
imposed at corresponding positions Without the user having 
to actuate a button. 

[0127] This gesture control action M2 carried out in FIG. 
1C initiates the second control mode in Which the regions 
aimed at are optimiZed for the manual control. 

[0128] For the speci?cation of objects, geometric dimen 
sions and positions as Well as for adjusting scales (for 
example for volume control) by means of the touchscreen 20, 
60 again touch inputs and/or gesture pointing motions are 
suitable. 

[0129] For inputting names, terms and commands speech 
often is more suitable. 

[0130] The so called synergistic multi-modality (control 
actions and voice input) aside from shorter control times by 
means of parallel information inputs also alloWs for a reduc 
tion of operating errors since the inputs via a control modality 
each may contribute for verifying the inputs of the respective 
control modality used in parallel. 
[0131] Furthermore, operating elements and control steps 
may be reduced in that for example in the case of respective 
haptic and/ or gesture interactions With the navigation map the 
voice recognition means is activated automatically instead of 
by means of a “push to talk” button. 

[0132] Commands including spatial geometric speci?ca 
tions, as they for example occur during the interaction With 
maps, are the most common type of task for the application of 
such synergistic systems. 
[0133] An exemplary implementation demonstrates a loca 
tion based multimode search for POIs in a special topic cat 
egory, as for example “hotels” or “restaurants”, on the basis of 
FIGS. 2A to 2C. 

[0134] In this connection, the user speci?es the sought POI 
category via voice M3 and simultaneously de?nes the speci?c 
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search region by means of a manual pointing gesture M2ifor 
example free ‘outlining’ of the search region4on the touch 
screen 20, 60. 

[0135] FIG. 2A shoWs the touchscreen prior to the voice 
command M3. 

[0136] According to the FIGS. 2A to 2C the voice recog 
nition means is activated automatically as soon as the system 
detects the start of the pointing gesture and/or of a haptic 
control action M1, M2. The determined context based search 
term, for example “hotels”, is superimposed on the display 20 
and upon ?nishing the pointing gesture and/ or a haptic con 
trol action M1, M2 (see FIG. 5B) the located POIs Within the 
speci?ed search region are displayed on the map, here the 
hotels of the speci?c search region (FIG. 2C). 
[0137] By means of activating the voice recognition M3 out 
of the de?ned application context of the navigation map only 
the context based vocabulary meaningful in the respective 
application context and restricted to the context is used as a 
basis for the identi?cation and thereby the error rate is kept 
loW. 

[0138] A further application for synergistic multimode 
inputs in the context of navigation is depicted in FIGS. 3A to 
3C. A direct interaction With a POI, based on FIG. 3A, takes 
place in the folloWing Way. Instead of specifying the desired 
POI via voice (problematic With several POIs of the same 
category)ias in the solution described With FIGS. 2A to 
2C4or to select the desired action (for example “call”) 
purely manual via a menu by means of a touch control action 
M3ithis requires longer operating times and averting of 
vieWing directionsithe user may select the POI via a point 
ing gesture M2 (FIG. 3B) and may input the desired action 
M3 via voice in parallel thereto. 
[0139] Also here only the restricted context related vocabu 
lary of the terms for controlling a POI action is taken as a basis 
for the voice recognition M3 so that also in this example the 
probability of error detections is kept loW. By means of the 
evaluation of the temporal and semantic synchrony of the 
inputs M1, M2, M3 the system as described above decides 
With the aid of the evaluation of the input signals interfering 
With each other With respect to the modality M1, M2, M3, 
Where applicable, the respective display of the POI menu. 
[0140] At detecting a voice command M3 the action “call” 
is carried out directly and the POI menu is not invoked, see 
FIG. 3C. 

[0141] The context related voice interaction does not 
exclude the use of single verbs. 

[0142] Only in the case of a voice command not detected or 
not carried out the POI menu is invoked, see FIG. 3C. User 10 
noW again may specify the desired option on the menu dis 
played according to FIG. 3C via voice M3 or by means of the 
touchscreen 20, 60 by the use of the control action M1 and/ or 
M2 and/ or M3. 

[0143] With the help of the FIGS. 1A to 3C it Was already 
shoWn that the detection of such inputs holds a great potential 
for the adaptation of the HMI to the control situation and 
therefore for comfort and safety. 
[0144] With the help of the FIGS. 4A to 9B further appli 
cation feasibilities shall be described Which are practicable by 
using the method and the system architecture, respectively. 
FIGS. 4A to 9B also clarify the method for multimode input 
of voice commands M3 as Well as haptic and/or gesture 
control actions M1, M2. 
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[0145] Also here it is acted on the assumption that at least 
the input signals M1, M2, M3 detectable for joint processing 
by the system architecture and the corresponding method are 
used. 
[0146] FIG. 4A already shoWs the ?rst control mode in 
Which as already described in connection With FIG. 3 the 
display for the manual control already has been optimiZed. A 
provision and speci?cation of an object at a speci?c position, 
either by means of a gesture approach M2 toWards the display 
20, 60 or by means of a haptic touch input M1 on the display 
20, 60 has already been carried out. In this connection the 
voice recognition means may already have been activated 
again While the control action M1, M2 detects the gesture 
presence of the controlling hand and/ or the touch selection by 
means of the control ?nger in the region of the POI object. 
[0147] For example, an activation of the voice recognition 
means takes place during pressing M1 “long press” onto the 
POI object. 
[0148] Both variants, gesture and/ or touch activation of the 
voice recognition means, may be carried out individually or in 
combination. In the context of the selected POI noW the input 
of a voice command is feasible by means of the voice recog 
nition means Which for example conforms With “navigation” 
or “info” or “drive around”. 

[0149] FIG. 4B again shoWs the feasibility of the location 
speci?c POI search by means of gesture presence M2 of a 
controlling hand in the range of the touchscreen 20, 60. 
[0150] Where applicable the display is optimiZed before 
hand according to the description in connection With FIG. 3 
and a circling motion of the ?nger takes place as a control 
action in the modality M2. 
[0151] Simultaneously for example the voice recognition 
means is activated as a further user interface or POI buttons 

appear, Wherein the POI search by means of voice input is 
continued in that a voice command M3, for example “restau 
rants” or “hotels”, is entered via voice input. 
[0152] On the basis ofFIGS. 5A to SC further examples are 
described in the folloWing Which shall clarify the principle of 
the multimode POI control. 
[0153] According to FIG. 5A user 10 points at a POI using 
his ?nger, Wherein the display and operating element 60 
serving as an output module changes over into the ?rst or 
second control mode. Parallel thereto user 10 voices a voice 
command M3. Therefore, the input command and the input 
signal, respectively, is comprised of a pointing gesture M2 
and a spoken information M3 as an input signal. 
[0154] The voice recognition means identi?es the voice 
command/ s M3 and by means of the capacitive sensor system 
of the touchscreen 20, 60 gesture control actions M2 are 
detected in parallel. 
[0155] User 10, in a ?rst step, for example again carries out 
a control action M1 and M2 or only M2 (gesture Without 
touching the touchscreen) toWards the desired POI icon With 
a parallel context related voice command M3 in each case, for 
example “information!”, so that by means of a multimodal 
input command M1, M2, M3 or M2, M3 or M1, M3 With the 
aid of the system for example automatically acoustic or 
graphic animations are provided as an information about the 
“Museum of modern Art” on the display and control device 
60. 

[0156] Subsequently the user 10 for example Wishes to 
establish a telephone connection. For example, he again car 
ries out the control action M1 and M2 or only M2 (for 
example gesture activation Without touching the touchscreen) 
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toWards the desired POI icon and in each case voices a parallel 
voice command M3, for example “call!”. The input command 
M3 is veri?ed by means of the voice recognition means 
provided to the system on the basis of the restricted context 
related vocabulary and the system automatically sets up a 
telephone connection With the “Museum of modern Art”. 
[0157] For example it is also feasible by means of the 
control action M1 and M2 or only M2 (gesture activation 
Without touching the touchscreen) M1, M2 on or toWards the 
POI icon and in parallel to enter a voice input M3, for example 
“route guidance.”, via voice input in order to start the route 
guidance to the “Museum of modern Art” via the navigation 
system of the vehicle after evaluating the input commands M 
and to depict it graphically by means of the display of the 
display and operating element 60. 
[0158] FIG. 5B shoWs the control action “encircling ges 
ture” M2 on a navigation display and again for example a 
parallel voice command M3 “restaurants!” is carried out. 
Thereby the display of all restaurants in this encircled area on 
the display and control device 60 of the display of a naviga 
tion system takes place. 
[0159] In FIG. 5C the user 10 for example carries out a 
pointing gesture M2 and in parallel a voice command M3, for 
example “zooml”, or a pointing gesture M2 and a voice 
command M3 “broWse!” or a pointing gesture and for 
example a voice command M3 “move map”. Then, the 
respective “Zooming”, “scrolling” or “broWsing” of the navi 
gation map takes place on the display and control device 20, 
60 of the navigation system. 
[0160] It is true for all already described examples and the 
folloWing examples that the context related voice command 
as input signal M3 does not necessarily have to be carried out 
in parallel With input command M1 and/or M2. It is also 
conceivable that the voice command M3 takes place shortly 
before or after the further input command M1 and/ or M2. The 
system and method tries to realiZe a coordinated multimode 
input Which most conforms to the natural behavior of the user 
10. 
[0161] Further examples of the multimode usability are 
depicted in FIGS. 6A and 6B and are described in more detail 
in the folloWing. 
[0162] According to FIGS. 6A and 6B at ?rst it is illustrated 
that by pressing and/or pointing M1, M2 on or toWards a 
presentation of an input module 20 in the ?rst or second 
control modeisee description in connection With FIG. 
10idepending on the illustration a speci?c context of a voice 
command M3 results. 
[0163] The system architecture at ?rst pre-sorts the appli 
cation speci?c vocabularies and by means of activating the 
user interface of the voice recognition means offers certain 
voice commands M3, as for example “stop” or “proceed” or 
“radio FFN”, in a restricted application speci?c and context 
speci?c relation, respectively. 
[0164] The activation of the voice recognition means takes 
place in the case of suf?cient presence of the control action 
M2 and/or at M1 “press hold”, Wherein the commands M3 to 
be spoken even are given on the display and control device 20, 
60. By means of this solution no repositioning of the hand to 
a “push to talk” button, for example positioned at the steering 
Wheel, is required. 
[0165] In addition, this solution is also illustrated by means 
of FIG. 6B. It shoWs that a clearly arranged application of a 
presentation takes place on a detection module 20 and at a 
respective approach M2 or pressing M1 “press hold” the 
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voice recognition means is activated and the display of the 
context related voice command M3, as for example “map” or 
“navigation” or “into the instrument cluster (Kombi)” takes 
place for example based on a general vieW illustration. By 
means of this solution the different modalities M1, M2, M3 
lead to a distinct executable command Which may be realiZed 
by the system. 
[0166] As shoWn in FIGS. 7A and 7B in certain applica 
tions the multimode input is also feasible via voice input M3 
and touch/gesture commands M1, M2, respectively. 
Described as an example may be the music title selection on 
the basis of an illustrated iPod (FIG. 10A) and a music title 
selection illustration of another type according to FIG. 10B, 
respectively. By means of an approaching control action M2 
in the ?rst and second control mode, respectively, above a 
touch interface 20, for example a “automotive ClickWheel” is 
activated and illustrated automatically, in addition the voice 
recognition device is activated automatically or by means of 
a direct “touch command” M1 for example, so that the respec 
tive music title, for example “A Kind of Magic” instead of the 
music title “A Friend of Mine”, again may be selected either 
by means of a further “touch command” M1 or by means of an 
approach command M2 or a combination thereof and/ or via a 
aneW voice input M3. 
[0167] Again, also here a separate pressing of a “push to 
talk” button is not required since the voice recognition means 
is already activated by means of an approach of the control 
action M2 or by means of pressing M1 on the touchscreen 20 
(FIG. 7A “talk”). A repositioning of the hand to a “push to 
talk” button is omitted. The system therefore constitutes an 
innovation from “push to talk” to “point to talk” and “touch to 
talk”, respectively. 
[0168] It is to be noted in addition that Where applicable the 
correction of single selections may be carried out on the basis 
of the illustrated segments of the iPod (FIG. 10A) or opening 
control panels (FIG. 10B) again via touchscreen 20, thus 
touch control action M1, and/or via gesture approach control 
action M2 and/ or via voice control action M3. 

[0169] Analogous to the procedure just described, With the 
music title selection at the iPod or the like, the multimode 
destination input is illustrated on the basis of a navigation 
Widget in FIGS. 8A and 8B. 
[0170] For example, the voice recognition means again is 
activated by means of approach/pointing M2 toWards or at the 
display 20, 60 and subsequently for example the selection and 
correction of individual segments takes place via control 
action M1 and/or M2 and the illustration on the touchscreen 
20, 60 is carried out. 
[0171] By means of activating the voice recognition mod 
ule the respective destination and the respective route, respec 
tively (see for example FIG. 8A) may noW be entered via 
voice input, so that here for example a route display Wolfs 
burg-Berlin takes place according to FIG. 8A and the input 
and correction of a destination then again is carried out 
according to FIG. 8B either via touch control action M1 or 
M1 and M2 and/or only by means of a correcting voice 
command M3 so that for example an unclear context-based 
voice command, for example “HambergstraBe” instead of the 
desired “HamburgstraBe”, again may be corrected manually 
via control action M1 or M1, M2 or again via voice command 
M3. 

[0172] FIGS. 9A and 9B yet shoW the feasibility of the 
multimode input of function assignments and assignments of 
overall gestures, respectively. Thus, according to FIG. 9A, as 
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already described in connection With FIG. 5C, it is feasible for 
example to move a navigation map on the touchscreen 20 
after an approach by the controlling hand by means of a 
gesture input command M2 and a respective parallel or sub 
sequent voice command M3 “Zoom” or “move”. 
[0173] In addition an on/off function or an abort function 
may for example be assigned to a gesture M2, as for example 
the hand spread of the complete hand. Thereby, a multimode 
control for starting or stopping a system may be realiZed in 
connection With a voice command M3, for example “on/off’ 
or “abort”. 

[0174] A further addition of the system is feasible by means 
of the integration of context information from the vehicle 
system related to the current driving task (for example speed, 
road rating, traf?c density, assistance level of the vehicle) in 
order to realiZe an adaption of the available display area on the 
touchscreen 20, 60 on the basis of the stress situation of the 
user 10. 

[0175] Introduced in the FIGS. 11 to 14 is a display feasi 
bility about the status (active/inactive) of the voice recogni 
tion means. It has already been described that it is preferably 
provided for in both embodiments, the “display obj ect/voice 
interaction” and the “display object context/voice interac 
tion”, that the voice recognition means of the voice dialog 
system is only active for a presettable de?ned period of time 
after its activation. Within this period of time a voice com 
mand M3 may be added by the user. 
[0176] In a knoWn variant of the signaling for the user 10 
Wether the voice recognition means is active or inactive a 
graphic display takes place at the time of the activation and 
de-activation, respectively, of the voice recognition 
meansia so called “graphic feedback”iremote from the 
interaction object or the region provided for interaction at or 
on the display and operating element 20, 60. 
[0177] With the neW variant thei“graphic feedback”i 
does not take place remote from the object or region provided 
for interaction, but at the object or region provided for inter 
action itself. Here, no separate region for the output of a 
feedback about the status of the voice recognition means has 
to be assigned on or at the display and operating element 20, 
60 and for the user 10 the graphic feedback advantageously is 
directly associated With the interaction object provided for 
interaction or the interaction region. 
[0178] The basic process With the activation and de-activa 
tion of the voice recognition means in connection With the 
graphic feedback is the folloWing. In the region provided for 
interaction or at an object provided for interaction the activa 
tion of the voice recognition means for example is carried out 
by means of the “long press touch” already described as one 
of the feasible alternatives. Thereby, for activating any point 
may be touched in the region or object provided for interac 
tion on the display and operating element 20, 60 Which 
thereby has to be maintained for some presettable time. At 
?rst, in a possible combination With the graphic feedback, a 
“haptic feedback” is generated during the “long press touch” 
in the “correct” region provided for the activation or during a 
suf?ciently long touch of the object, for example a vibration 
at the ?nger of the user. At the moment at Which the “long 
press touch” has been accepted as the initiating action for the 
activation of the voice recognition means in addition a further 
noticeable “haptic feedback” in the form of a click type vibra 
tion is carried out as a signal-like response to the user 10 to 
inform that the desired control action has been successful. In 
a further combination this noticeable “touch feedback” may 
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be carried out together With an “acoustic feedback” triggered 
in parallel. Thus the voice recognition means is started and the 
successful start thus has been signaled to the user in a haptic 
and/ or acoustic manner. 

[0179] However, until the voice recognition means is active 
yet a presettable period of time elapses Which is displayed for 
the user 1 0 as a “graphic feedback”. Around the region and the 
object, respectively, a kind of frame-like band starts to circu 
late for a presettable period of time until a voice recognition 
means symbol S appears. Only at this moment the voice 
recognition means is active, ie is active to receive voice 
commands M3 and a voice command M3 may be entered via 
voice input. Thereby different feasibilities for the embodi 
ment of the illustration of the graphic feedback exist. 
[0180] For example, the frame-like bandipreferably dis 
tinguished in its luminosity and/or color compared to the 
display and operating element 20, 60istarts to move in the 
loWer right comer of a region or an object and in an embodi 
ment moves in tWo directions to the upper left comer forming 
a frame R, Wherein at the moment the left upper corner is 
reached and the frame R is completed exactly there the voice 
recognition means symbol S appears. See FIGS. 11 and 13. 
[0181] It is another feasible embodiment that the circum 
ferential band forming a frame R around the object or the 
region moves to both sides from the center of the vertical 
borders of the region or of the objectiWith equal or different 
speedsi, closes on the opposite side and therefore forms a 
frame R and that the voice recognition means symbol S 
appears on the opposite side in the center of the vertical 
border located there. See FIGS. 12 and 14. 
[0182] In a further embodiment the circumferential band 
may start to form emanating from any arbitrary border posi 
tion of the region or object and only move in one direction or 
tWo directions, Wherein at the moment at Which the frame R 
thus formed closes the voice recognition means symbol S is 
displayed, Whereupon the voice recognition means is made 
active. 
[0183] For example, the de-activation in each case takes 
place based on the position at Which the band initially has 
started to form the frame R in the direction of the voice 
recognition means symbol S as the band moving in one direc 
tion or in both directions is again faded out, Wherein the voice 
recognition means then is made inactive as soon as the frame 
R and the voice recognition means symbol S again have 
disappeared completely. 
[0184] At the moment of the appearance of the voice rec 
ognition means symbol S the voice command M3 may be 
entered via voice input. The frame R opens after a presettable 
period of time independent of Wether a voice command M3 
has been entered via voice input or not after the appearance of 
the voice recognition means symbol S under perpetuation of 
the voice recognition means symbol S for example again at 
the position at Which the band has started to form the frame R. 
The circumferential band therefore again disintegrates in the 
direction of the voice recognition means symbol S, Where 
upon the voice recognition means symbol S disappears at the 
moment at Which the frame R disappears completely or in the 
case of a remaining frame R the colored embodiment is not 
anymore visible or the previously increased luminosity has 
been reset. Then the voice recognition means is again inac 
tive. 
[0185] Various embodiments of the present application are 
to be described in more detail by means of four examples and 
the FIGS. 11 to 14. 
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[0186] Illustrated in FIG. 11 is this solution on the basis of 
a playlist Which already has been invoked in the display and 
operating element 20, 60. As an example, the playlist com 
prising the titles 1 to 6 in a basic vieW not yet is surrounded by 
a frame R and the voice recognition means symbol S is not yet 
displayed. By means of a “long press touch” onto the display 
and operating element 20, 60 the initiating control action for 
activating the voice recognition means is carried out, for 
example in combination With a “haptic” and/or “acoustic” 
feedback, for signaling the successful control action of the 
user 10 as already described above in general. Emanating 
from a loWer right corner the frame R has closed in the upper 
left comer and the voice recognition means symbol S appears. 

[0187] Provided to the user is therefore the “graphic feed 
back” so that he may detect exactly When the voice recogni 
tion means is active. The voice input M3 is carried out in 
consideration of the ?rst and second embodiment, respec 
tively, using a vocabulary in the meantime provided for and 
restricted for the interaction With the selected object or 
region. In FIG. 11 the user 10 for example has entered the title 
2 “Badly DraWn Boy” via voice input. The sortation of the 
titles in the display and control device 20, 60 is carried out 
such that the selected title 2 is highlighted and in an embodi 
ment further moves into the central ?eld of vision of the user 
on the display and control device 20, 60. In an improvement 
of this embodiment, sorted beloW are in the context of the 
restricted vocabulary for example phonetic similar sounding 
titles, for example the title 3 “Beck-The Inform . . . ”, title 4 
and 5 and so forth. Already after the superimposition of the 
voice recognition means symbol S, based on the position at 
Which the frame R initially had been formed by the band (as 
illustrated in FIG. 11), the band forming the frame R moves 
back in the direction of the voice recognition means symbol S 
and the voice recognition means becomes inactive upon 
reaching the symbol S and the symbol S is faded out again. 
[0188] Using the example of a media player this procedure 
is illustrated in FIG. 12. Illustrated in a basic vieW is for 
example a album vieW “David Grey” and a title “Alibi” played 
from this album as Well as its elapsed runtime and remaining 
runtime in a title display. The folloWing description may be 
transferred analogously to the selection of an album above the 
region of the title display in the region of the displayed album 
covers. 

[0189] In order to change a title of the already previously 
selected album again a “long press touch” is carried out 
exemplary, Where applicable in combination With a haptic 
and/or acoustic feedback for the user 10 in the region of the 
title display. Emanating from the center at the right border of 
the region the circumferential band closes in the center of the 
left border of the so forming frame R and the voice recogni 
tion means symbol S appears at the left border. The voice 
recognition means is active and ready for voice input. The 
voice input M3 is carried out in consideration of the ?rst and 
second embodiment, respectively, With a vocabulary 
restricted to the interaction With the selected object and the 
intended region, respectively. For example, according to FIG. 
12 the user has entered the voice command “Alibi” via voice 
input, Whereby this title is played from the respective album. 
Subsequently the circumferential frame again opens in the 
center of the right border and disappears in the direction of the 
voice recognition means symbol S Which after arriving at the 
symbol S is faded out again While the voice recognition 
means is made inactive. 
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[0190] FIG. 13 shows the graphic dialog and the “graphic 
feedback”, respectively, for the status display of the voice 
recognition means at the selected interaction object using the 
example of a POI category selection on a navigation display. 
Illustrated in FIG. 13 is this solution on the basis of a navi 
gation display Which has been invoked in the display and 
operating element 20, 60. As an example different POI cat 
egories, such as “hotels” or “restaurants” or “shopping oppor 
tunities”, are displayed on the navigation display in a basic 
vieW in Which they are not yet surrounded by a frame R and 
the voice recognition means symbol S is not yet displayed. By 
means of a “long press touch” onto the display and operating 
element 20, 60 the start of the voice recognition means is 
carried outifor example again in combination With a haptic 
and/or acoustic feedbackias described above in principle. 
Emanating from a loWer right comer the frame R has at ?rst 
closed in the upper left corner and the voice recognition 
means symbol S appears. Therefore, a graphic feedback is 
provided to the user by means of Which he may recogniZe 
exactly When the voice recognition means is active and he 
may carry out the voice input M3. 
[0191] In consideration of the ?rst and second embodi 
ment, respectively, the voice input M3 is carried out With a 
restricted vocabulary provided for the interaction With the 
selected region. In FIG. 13, for example, the user has entered 
the category “hotel” via voice input. The display of the 
selected POI is carried out in the already mentioned manner 
such that the selected POI is highlighted andias illustrated 
in FIG. 14iautomatically moves further into the central ?eld 
of vision of the user 10. 

[0192] Subsequently, disintegrating the frame R, the border 
(as illustrated in FIG. 11), emanating from the position at 
Which the frame R initially Was formed, moves back in the 
direction of the voice recognition means symbol S and upon 
arriving at the voice recognition means becomes inactive and 
the symbol S associated thereWith is again faded out. 
[0193] Described in FIG. 14 is the graphic dialog for the 
status display of the voice recognition means at the selected 
interaction object using the example of the individual POI of 
FIG. 13 selected by means of a voice dialog on a navigation 
display. If the user 10 Wishes to receive information related to 
the selected hotel, to contact the hotel using the voice dialog 
system or to interact in another manner he again proceeds as 
folloWs. A “long press touch” onto the POI as the object itself 
is carried out. According to the embodiments described alter 
natively or available in combination he again receives a haptic 
and/ or acoustic feedback Which signals that the input for 
starting the voice recognition means Was successful. As an 
example emanating from the center at the right border of the 
POI object itself the circumferential border R closes in the 
center of the left border R. 

[0194] The frame R such forming and the voice recognition 
means symbol S appear. The voice recognition means is 
active. In consideration of the ?rst and second embodiment, 
respectively, the voice input M3 is carried out using a 
restricted vocabulary provided for the interaction With the 
selected object. As an example, the user voices the voice 
command M3 “drive there”, Whereby the hotel is transferred 
into the route planning of the navigation system as the desti 
nation. Or he expresses the voice command M3 “call”, Where 
upon automatically a telephone connection is set up to the 
hotel. Subsequently again the frame R is released, Wherein the 
frame R is preferably emanating from the center of the right 
border of the object and the frame R again disappears by 
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means of a band moving both-Way in the direction of the voice 
recognition means symbol S disintegrating the frame R. The 
voice recognition means symbol S is faded out again and the 
voice recognition means is again inactive. 

REFERENCE NUMERALS 

[0195] 10 user 
[0196] 20 detecting display and control device 
[0197] 60 outputting display and control device 
[0198] M input signal 
[0199] M1 ?rst modality [touch control action] 
[0200] M2 second modality [gesture control action] 
[0201] M3 third modality [voice] 
[0202] d distance 
[0203] S voice recognition means symbol 
[0204] R frame/border 

What is claimed is: 
1. A method for multimode information input and/ or adap 

tation of the display of a display and control device in a motor 
vehicle Which detects input signals of different modality 
Which are supplied to a voice recognition means via the at 
least one control device, Wherein, as an output signal, at last 
one of a desired function and display is triggered Which is at 
least one of: displayed on the display and control device and 
output via voice output, 

the method comprising the steps of: 
providing a selection by means of at least on of touch and 

gesture input signals on or at the display and control 
device of an object provided for interaction and to an 
activation of activating the voice recognition means, and 
Wherein by means of at least one of the selection of the 
object and the activation of the voice recognition means, 
a restriction of the vocabulary provided for interaction is 
carried out depending on the selected object, Whereupon 
at least one of as information input and for adapting the 
display via the voice recognition means, a voice com 
mand associated With the selected object of the restricted 
vocabulary is added to the selected object. 

2. The method according to claim 1, comprising 
detecting by the display and control device as an input 

signal and as an activation signal for the voice recogni 
tion means at least one of: 

as the ?rst modality touch input signals of the user, Wherein 
the touch input signals may comprise turning, pressing, 
touching, or sWitching of control elements, and 

as the second modality gesture input signals of the user. 
3. The method according to claim 1, Wherein 
With the provision of the object provided for interaction the 

voice recognition means of the voice dialog system is 
activated by a control action generating touch input sig 
nals on or at the display and control device by means of 
at least one of a “long press” touch, “double click” touch, 
a “2 ?nger touch”, and a “drag gesture”. 

4. The method according to claim 1, Wherein 
the voice recognition means of the voice dialog system is 

activated automatically at the time of the detection of a 
control action comprising a “general” control intention 
generating gesture input signals and only subsequently 
the provision of the display object provided for interac 
tion is carried out, so that it is ensured that in the case of 
an early voice input a voice evaluation is carried out by 
means of the voice recognition means. 
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5. The method according to claim 1, wherein 
the voice recognition means of the voice dialog system 

after its activation only is active for a presettable, de?ned 
period of time Within Which a voice command may be 
added by the user, Wherein the activation and the de 
activation, respectively, of the voice recognition means 
is carried out by means of a graphic displayi“graphic 
feedback”iat the region provided for interaction or at 
the object itself. 

6. The method according to claim 1, Wherein 
the added voice command is a single Word or a multiple 

Words vocable. 
7. The method according to claim 1, Wherein 
in a “display obj ect/voice interaction” a voice command in 

the form of a single Word or a multiple Words vocable is 
added to the speci?ed display objectiexclusively by 
means of one or several “verbs”iin order to generate a 
simple and intuitive multimode control for generating 
the output signal and the modi?ed function associated 
thereWith and for displaying the display object at the 
output module. 

8. The method according to claim 1, Wherein 
in a “display object context/voice interaction” a voice com 
mand in the form of a single Word or a multiple Words 
vocable is added to the speci?ed objectiby means of 
one or several context speci?c vocable/siin order to 
generate a simple and intuitive multimode control for 
generating the output signal and at least one of the modi 
?ed display and function of the object associated there 
With at the display and operating element. 

9. The method according to claim 1, Wherein 
the voice command is superimposed on the display and 

operating element for a presettable, de?ned period of 
time directly after the detection by means of the voice 
recognition means. 

10. The method according to claim 2, Wherein 
the activation and de-activation, respectively, of the voice 

recognition means is signaliZed by at least one of means 
of the graphic display “graphic feedback” at the display 
and operating element at the region provided for inter 
action or object, and via at least one of a touch and 
acoustic signal “touch and/ or acoustic feedback”, 
Wherein the available presettable period of time for 
inputting the voice command after the activation of the 
voice recognition means is graphically displayed in the 
display and operating element at the region provided for 
interaction or the object itself. 

11. The method according to claim 1, Wherein 
at the input of a voice command Which does not match the 

speci?ed display object provided for interaction at least 
one of a graphic and acoustic display and a signaling, 
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by means of communications speci?c selection of the out 
put medium4display and/or language and output time, 
respectively. 

14. The method according to claim 1, Wherein 
via the display and control device a control intention for the 

second modality is input depending on the distance of a 
control motion from the display and control device, and 
a gesture input signal is detected so that depending on 
the gesture input signal generated by the control motion, 
a change betWeen a display mode and at least one control 
mode of the display and control device is realiZed. 

15. The method according to claim 14, Wherein 
the control intention of the gesture input signal is overlay 

able With all further input signals of the further modali 
ties affecting the control intention. 

16. The method according to claim 14, Wherein 
the display and control device does not detect a control 

action so that an information manager connected 
upstream of the presentation manager does not detect a 
control intention, Wherein the presentation manager 
With respect to the illustration and display of informa 
tion contents optimiZes the display and control device as 
“display mode”. 

17. The method according to claim 14, Wherein 
the display and control device detects a control action in the 

region dia presettable distance so that the information 
manager identi?es a “general” control intention, 
Wherein the presentation manager optimiZes the display 
of the display and control device in the overall region to 
the improved control “?rst control mode”. 

18. The method according to claim 14, Wherein 
the display and control device detects a control action in the 

region d<a presettable distance so that the information 
manager identi?es a “potentially aimed at” control 
intention of a selected object, Wherein the presentation 
manager optimiZes the display and control device for 
improved control of the “potentially aimed at” objects in 
the aimed at display region “second control mode”. 

19. The method according to claim 17, Wherein 
the optimiZation of the control modes is carried out by 

means of scaling, superimposition, Zooming of preset 
table display regions, Whereby Wherein control areas of 
better usability are generated. 

20. The method according to claim 1, Wherein 
informationifor example speed, street classi?cation, traf 

?c density, assistance level of the vehicleiare supplied 
from a usage context of the vehicle system, Wherein an 
adaption of the available display area on the display of 
the display and control device is realiZed on the basis of 
the stress situation of the user. 

21. A system architecture for multimode information input 
and adaptation of a display Which based on multimode inter 
actions of a user, Whose input signals are deliverable via a user 
interface related to the respective modality via a display and 
control device and a voice recognition means, Wherein for 
evaluating the input signals an information manager is 
arranged Which depending on the input signals transfers to a 
presentation manager output signals Which may be provided 
to the user on a display and operating element connected 
doWnstream of the presentation manager and/or the voice 
recognition means, 

Wherein the input signals of the different modalities are 
synergistic detectable by an information manager and 
the presentation manager may be activated based on the 

respectively, is carried out. 
12. The method according to claim 1, Wherein 
a presentation manager connected upstream of the display 

and control device decides on the type of output and the 
selection of the applicable presentation method depend 
ing on the input signals. 

13. The method according to claim 12, Wherein 
the presentation method is adapted depending on the input 

signals delivered to the presentation manager and is 
carried out 

by means of modi?cation of the graphical user interface, 
by means of suitable selection of the display content, and 
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