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1
PATIENT MONITORING SYSTEM

This application is a Continuation of application Ser. No.
08/390,816, filed on Feb. 16, 1995, now abandoned, which
is a CON of Ser. No. 07/729,178 filed on Jul. 12, 1991, now
abandoned.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a system for monitoring
a subject effectively, which comprises a video camera for
taking a picture of the subject and a CRT display for
displaying an image of the subject.

2. Description of the Related Art

A system has been developed which monitors a patient in
bed or an elderly person sick in bed. The system comprises
a video camera set in the sickroom and a CRT display
installed in a monitor room such as a nurse station. The
video camera takes pictures of the subject. The signals
output by the video camera and representing the image of the
subject are supplied via a cable to the CRT display. The CRT
display displays the image of the subject, whereby a phy-
sician in the monitor room can observe the subject.

The monitor system further comprises electronic diagnos-
ing devices, such as an electronic hemadynamometer and an
electrocardiograph, attached to the subject. These diagnos-
ing devices detect the physical conditions of the subject,
e.g., the blood pressure and the number of pulses per unit
time. The data items output by these devices and represent-
ing the physical conditions of the subject are supplied via the
cable to the monitor room. Thus, a physician in the monitor
room can read the blood pressure of the subject, examine the
electrocardiogram of the subject, and check other physical
conditions of the subject, while observing the subject on the
screen of the CRT display.

The monitor system enables a physician in the monitor
room to observe simultaneously two or mare subjects who
are in different rooms. The system of this type, however, is
disadvantageous in two respects. First, to achieve perfect
observation of the subject, the physician in the monitor room
must keep watching the CRT display screen, which is a great
burden. Second, the subject cannot help but be conscious of
being watched at all times and of his or her privacy being
invaded, and inevitably suffers from great mental stress.

SUMMARY OF THE INVENTION

The object of the present invention is to provide a monitor
system for observing a subject only when necessary and
proper, so that a physician is relieved from the burden of
continuously watching a monitor CRT display, and the
subject needs not have his or her privacy invaded at all.

In an aspect, the present invention provides a monitor
system, wherein the image of a subject, taken by a video
camera set in the sickroom or bedroom, is analyzed by
analysis means installed in the sickroom or bed room, it is
determined from the results of the analysis whether or not it
is mecessary to monitor the subject, the subject is informed
of whether or not he or she needs to be monitored, and the
signals showing the subject’s image are transmitted to a CRT
display instalied in a monitor room, only if the subject must
be monitored and if the subject agrees to be monitored,
whereby a physician can monitor the subject.

Thus, the physician can observe the subject only when
necessary and given permission by the subject, and is
relieved from the great burden which the physician must
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bear otherwise. Since the subject is monitored only when
necessary and only if he or she agrees to be monitored, he
or she does not have his or her privacy invaded, and hence
does not suffer from mental stress.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram schematically showing a
monitor system according to the present invention;

FIG. 2A is a flow chart illustrating the operation of the
system shown in FIG. 1;

FIG. 2B is a block diagram showing the monitor system
in greater detail;

FIG. 3 is a perspective view representing the equipment
installed in a sickroom or bedroom;

FIG. 4 is a perspective view showing the robot located in
the sickroom or bedroom,;

FIG. 5 is a perspective view of the equipment installed in
a monitor room;

FIG. 6 is a block diagram representing the image-
processing apparatus incorporated in the monitor system;

FIG. 7 is a block diagram showing the local module used
in the image-processing apparatus of FIG. 6;

FIGS. 8A and 8B are a flow chart explaining how the
image-processing apparatus processes the image of a subject
which the camera built in the robot has taken;

FIG. 9 is a timing chart representing the timing of
inputting image data for the main process and sub-process
performed by the image-processing apparatus;

FIG. 10 is a flow chart illustrating how the image-
processing apparatus extract the data items representing the
subject’s head;

FIGS. 11A to 11D are diagrams explaining the process of
extracting the data items showing the subject’s head;

FIG. 12 is a flow chart explaining the process of exam-
ining the inputting and processing of image data;

FIG. 13 is a diagram illustrating the timings of inputting
image data, which differ in accordance with various expo-
sure conditions;

FIG. 14 is a flow chart explaining how the image-
processing apparatus performs its function in accordance
with the exposure condition selected;

FIG. 15 is a flow chart explaining the initial stage of the
sub-process which the image-processing apparatus performs
on the image data supplied from the camera incorporated in
the robot;

FIG. 16 is also a diagram showing the position relation-
ship among the eyebrows, eyes, ears, nose and mouth of the
subject;

FIGS. 17A and 17B are diagrams showing the angle by
which the subject faces away from a video camera, and the
positions of the subject’s eyebrows, eyes, ears, nose and
mouth;

FIG. 18 is a diagram explaining the writing into a memory
the data jtems representing the positions which the subject’s
lips take at different times, so that the data items may be
processed to determine the movement of the lips;

FIGS. 19A, 19B and 19C show a flow chart representing
how to process the image data a fixed camera has output;

FIG. 20 is a diagram showing the designated portions of
the still objects seen in the image input from a fixed video
camera installed in the sickroom;

FIG. 21 is a fiow chart explaining how to determine the
best possible exposure in which the fixed video camera
monitor the subject in the sickroom;
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FIGS. 22A, 22B and 22C are diagrams, each representing
the relation between the movement of an object and the
shape of the image thereof;

FIGS. 23 and 24 are flow charts, each explaining the
process of extracting from the image data a part representing
an object of interest;

FIG. 25 is a diagram explaining the process of accumu-
lating the data items showing the differences obtained in the
object-extracting process;

FIG. 26 is a block diagram schematically showing the
recording apparatus incorporated in the monitor system
(FIG. 1), for recording the image of the subject;

FIG. 27 is a perspective view of a wheelchair robot which
can be employed in the monitor system;

FIG. 28 is a diagram illustrating how to determine the
position of the robot;

FIG. 29 is a diagram showing marks which are put on the
robot; and

FIG. 30 is a diagram schematically showing a camera
which can be incorporated in the robot, for simultaneously
taking pictures of the subject in different exposure condi-
tions.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

As is shown in FIG. 1, a monitor system according to the
present invention comprises a data-acquiring section 1, a
monitor section 2, a signal transfer path 3 connecting the
sections 1 and 2 together, and a data-processing/control
section 4 connected to the section 1 and the path 3.

As FIG. 3 shows, the data-acquiring section 1 comprises
a robot 5, a fixed video camera, an illumination lamp, a
speaker, and the like—all installed in a sickroom. If
necessary, the section 1 can further comprise electronic
diagnosing devices, such as an electronic hemadynamom-
eter and an electrocardiograph, attached to the subject—
installed also in the sickroom.

The robot § has a video camera in its head, a microphone
and a speaker mounted on its head, and a display on its trunk,
as is shown in FIG. 4. The video camera takes pictures of the
subject sick in bed in the sickroom. The microphone detects
any speech the subject utters. The speaker gives the mes-
sages to the subject, which a physician makes in the monitor
room. The display displays the messages the physician
makes. The data-acquiring section 1 further comprises a
radio transmitter/receiver, also installed in the sick room.
Through this radio transmitter/receiver, control signals are
supplied from the monitor section 2 to the robot 5, and
various signals are exchanged between the robot 5 and the
other components of the section 1, such as the hemadyna-
mometer and the electrocardiograph, both attached to the
subject. A wire transmitter/receiver instead of the radio
transmitter/receiver may be used for exchanging the signals
between the robot 5 and the monitor section 2.

The monitor section 2 comprises a monitor console of the
type shown in FIG. 5. The monitor console has several
monitor displays for displaying the subject’s face repre-
sented by the image data transferred from the section 1 via
the signal transfer path 3, and also the various physical
conditions of the subject represented by the data items
transferred from the section 1 via the path 3.

The data-processing/control section 4 is designed to pro-
cess the various data items the section 1 has acquired of the
subject, and controls the sections 1 and 2 in accordance with
the results of the data-processing. The section 4, though a
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component independent of the sections 1 and 2, can be
installed in ecither the sickroom, along with the data-
acquiring section 1, or the monitor room, together with the
monitor section 2.

The operation of the monitor system shown in FIG. 1 will
now be outlined, with reference to the flow chart of FIG. 2A
and also with FIG. 2B showing the system in greater detail.

The video camera 314 in the robot 5§ and the fixed video
camera 315 installed in the sickroom generates video signals
representing the image of the subject. Meanwhile, the elec-
tronics sensors 33 installed in the sickroom, such as the
hemadynamometer and the electrocardiograph, both
attached to the subject, output diagnosis signals, represent-
ing the physical conditions of the subject. The video signals
and the diagnosis signals are input to the signal processor 32
incorporated in the data-processing/control section 4. The
processor 32 processes these input signals, thereby gener-
ating image data and diagnosis data. The image data and the
diagnosis data are supplied to the abnormality decision
circuit 34 incorporated in the robot 5. Based on the image
data and the diagnosis data the circuit 34 determines, in step
A, whether or not it is necessary for a physician to examine
and check the subject’s facial expression and physical
conditions.

If YES in step A, the operation goes to step B. In step B,
the abnormality decision circuit 34 supplies an abnormality
signal to the display controller 35 built in the robot 5. In
response to the abnormality signal, the display controller 35
supplies message data to the speaker 36 and the CRT display
37, both built in the robot §, whereby the speaker 36 gives
a message “D0O YOU WANT TO BE MONITORED?”, and
the CRT display 37 simultaneously displays the same mes-
sage.

When the subject responds to the message, the response
detector 39 incorporated in the data-processing/control sec-
tion 4 detects the response in step C. The subject’s response
is the pushing of a response button-switch, an oral response,
or a visual response such as nodding, shaking of head, hand
signaling, or eye signaling. The button-switch pushing is
readily detected by the data-processing/control section 4.
The oral response is detected by the speech recognition
device incorporated in the data-processing/control section 4.
The physical response is detected by the response detector
39. More precisely, the detector 39 detects the physical
response from the image data supplied from the video-signal
processor built in the section 4 for processing the video
signals output by the video cameras 31a and 31b.

If the section 4 detects no response of the subject, either
visual or oral, within a predetermined period of time, it
determines that the subject agrees that he or she can be
monitored.

The most reliable response is the button-switch pushing.
Hence, if the subject pushes the response push-button, there
is no problem in determining whether or not the subject
agrees to be monitored. However, if the subject makes any
other type of a response, it remains doubtful as to whether
the subject has agreed or not agreed to be monitored. In this
case, the operation goes to step D. In step D, the response
detector 39 detects the subject’s response for the second
time in the same way as in step C. Step D is not absolutely
necessary, and can therefore be dispensed with.

H YES in step C or step D, that is, if the response detector
39 detects that the subject agrees to be monitored, the
operation goes to step E. In step E, the detector 39 supplies
a signal to the transmission circuit 40 installed in the
sickroom. The transmission circuit 40 transmits the signal to
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the input circuit 41 incorporated in the monitor section 2. In
response to the signal, the input circuit 41 turns on an alarm
lamp, flickering the lamp, causes a CRT display 43 to
display a message “SUBJECT AGREES TO BE MONI-
TORED” and the speaker 42 to give an aural message “THE
SUBJECT AGREES TO BE MONITORED,” thereby
instructing any physician stationed in the monitor room to
examine the subject’s facial expression and physical condi-
tions.

Then, in step F, the physician pushes a start switch
arranged on the monitor console (FIG. 5), outputting an
image-data request signal, which is supplied to the trans-
mission circuit 40. In step G, in response to the imnage-data
request signal, the circuit 40 starts transmitting the image
data representing the image of the subject, to the monitor
section 2. This step may be omitted.

A video camera installed in the monitor room outputs the
image data showing the physician’s face, to the robot §
through the signal transfer path 3. Hence, the display of the
robot 5 displays the physician’s face. The subject can
therefore see the physician on the display. Meanwhile, one
of the displays of the monitor console displays the subject’s
face, which the physician sees. Hence, the subject and the
physician can talk, face to face, over the telephone or by
means of microphones and speakers.

The physician looks at the subject’s face being displayed
on the display of the monitor console and also checks the
physical conditions being displayed on the other displays of
the console, in order to decide what he or she should do for
the subject.

The data-acquiring section 1 has various lamps (i.e., light
sources). Among these are a ceiling lamp, a bedside reading
lamp, and an infrared-ray lamp. If the light coming through
the window is insufficient for video-camera monitoring, the
physician turns on the ceiling lamp or the reading lamp, or
both. After the light-out hour, the physician turns on the
infrared-ray lamp, so the video camera 31 built in the head
of the robot § outputs infrared-ray image data and supplies
the data to the monitor section 1 through the signal transfer
path 3.

Alternatively, the infrared-ray lamp can be turned on at all
times, so that the display of the monitor console can display
the infrared-ray image of the subject whenever necessary, at
the consent of the subject. No longer is it necessary to adjust
the diaphragm opening of the video cameras 31 and 315 in
accordance with the brightness of the subject’s face, pro-
vided that a filter, which allows passage of infrared rays
only, is attached to the lens of the video cameras 31 and 315
to filter out the visible light in the daytime. In this case,
however, a clearer image of the subject cannot be obtained
at the monitor section 2. To obtain a clearer image by means
of visible-light image, it is necessary to detach the infrared-
ray filter, or to install another video camera exclusively for
visible-light image.

For successful visible-light imaging by means of the
video cameras 31a and 315, the diaphragm opening of the
cameras 31a and 31> must be adjusted appropriately, in
accordance with the brightness of the subject’s face. If the
sickroom is illuminated mainly by the lamps, scarcely by the
natural light coming through the window, whereby the
brightness of the subject’s face remains substantially the
same, the diaphragm opening need not be adjusted at all. i
the sickroom is illuminated such that the brightness of the
subject’s face changes but slightly, the automatic exposure
control the video cameras 31a and 315 achieves is sufficient.
However, if sunlight merges into the sickroom, greatly
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varying the brightness of the subject’s face and the bright-
ness of any item adjacent to the subject, not only the video
camera 31a built in the robot 5, but also the fixed video
camera 31b needs complex control, as will be described
below.

In the monitor system of FIG. 1, the video camera 314 set
in the robot § image-senses the face of the subject lying on
the bed, whereas the fixed video camera 315 image-senses
the whole subject walking in the sickroom and moving on
the bed. The video camera 31a built in the robot S generates
video signals representing the subject’s face. The fixed video
camera 31b generates video signals showing the whole
subject. The video signals output by both video cameras 31
are supplied to the signal processor 32 incorporated in the
section 4. The processor 32 can be of any type that can
process digital data at high speed.

More specifically, the signal processor 32 has the specific
structure shown in FIG. 6. In the processor 32, the video
signals generated from the video camera built in the robot §
or the fixed video camera installed in the sickroom are
supplied to an A/D converter 6a, which converts the input
video signals into digital signals. The digital signals are
supplied to input video-signal bus 6b, and then to n local
modules 7-1 to 7-n which are coupled to the video-signal bus
6b.

As is shown in FIG. 7, each of the n local modules 7-1 to
7-n comprises a local processor (i.e., a microprocessor) and
a window memory. The window memory stores the video
signals representing a given part of the image represented by
the video signals being supplied via the input video-signal
bus 6b. The local processar processes these video signals. As
is evident from FIG. 7, too, a control bus 6¢ connects the
local modules 7-1 to 7-n to the host computer 6d. The host
computer 6d controls the other components of the signal
processor 32. The local modules 7-1 to 7-n exchange infor-
mation signals among themselves, and process video signals
read out of the window memory 7b, respectively. Each
module outputs the processed video signals to a output
video-signal bus 6f. A D/A converter 6g converts the video
signals on the bus 6f to analog signals. The analog signals,
thus obtained, are input to a video monitor 6k. The video
monitor 6k displays said given part of the image shown by
the video signals supplied through the input video-signal bus
6b.

Each of the local modules 7-1 to 7-n can be of the type
shown in FIG. 7. In each local modules of this type, when
an address for a desired part of the image is set in the register
of a window controller 7a, those video signals representing
the desired part of the image and being supplied through the
input video-signal bus 6b are loaded into the window
memory 7b. A local processar 7¢ processes the video signals
thus stored in the window memory 7b.

The address is set in the register of the window controller
7a from either the host computer 64 or the local processor
7¢. The bus interface 74 determines whether the address is
supplied from the host computer 6d or the local processor
Tc. More specifically, the bus interface 7d connects the
control bus 6¢ to the local bus 7e of the local module,
whereby the address supplied from the host computer 64 is
written into the register of the window controller 7a.
Alternatively, the interface 7d disconnects the control bus 6¢
from the local bus 7e, whereby the address supplied from the
local processor 7c is written into the register of the window
controller 7a.

The local modules 7-1 to 7-n can, therefore, operates
simultaneously and independently of one another. One of the
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local modules processes the video signals output by the
video camera 31a built in the robot 5, while any one of the
other local modules processes the video signals generated by
the fixed video camera 31b secured to the wall of the
sickroom. Moreover, two or more of the local modules 7-1
to 7-n can process the video signals generated by one and the
same video camera, thus each performing a different opera-
tion on these video signals; the operations can be completed
within a shorter time than in the case where one local
module carries out the different operations, one after
another. If necessary, two or more local modules can per-
form parts of an operation on the video signals output by
either video camera 31a or 31b, thereby to complete the
operation within an even shorter period of time.

The robot 5 is located at the position where the video
camera 31a built in it can best cover the subject who usually
lies on the bed. A cable connects the robot § to a local station
installed in the sickroom. The local station transfers various
signals between the robot 5, on the one hand, and the
monitor section 2 and the data-processing/control section 4,
on the other hand. Further, the local station supplies electric
power to the robot 5, thereby charging the battery incorpo-
rated in the robot 5.

It will now be described how the signal processor 32
incorporated in the data-processing/control section 4 pro-
cesses the video signals output by the video camera 31 bailt
in the head of the robot §, with reference to the flow chart
of FIGS. 8A and 8B.

Since the video camera 31a built in the robot § is directed
to only the subject on the bed, the brightness of the image
the camera 3la image-senses does not change greatly.
Hence, an desirable exposure is determined, in step al, by
means of the ordinary automatic exposure device built in the
video camera. Then, in step a2, both video cameras 31a and
31b start image-sensing the subject and generating video
signals showing the subject. If the quality of the video
signals, thus generated, do not meet the required standards,
the operation goes to step a3. In step a3, the exposure is
controlled by changing the diaphragm opening and shutter
speed of the video camera 31a incorporated in the robot S.

The video signals output by the video camera 3la are
subjected to a main process and a sub-process in the signal
processor 32. The main process is continuously performed at
all times, as is evident from FIG. 8A. The sub-process is set
up from the main process and carried out, only when
necessary, as is evident from FIG. 8B.

In the main process, the signal processor 32 samples the
image data at regular intervals, thereby extracting image-
data items representing the head of the subject. From the
image of the head, the abnormality decision circuit 34
determines whether or not the subject is in critical condi-
tions. More specifically, if the head moves greatly as when
the subject turn over in the bed, the circuit 34 determines that
the subject is not in critical conditions. If the head moves
rather frequently, the circuit 34 determines that there may be
something wrong with the subject.

The sub-process is performed when it is determined, from
the results of the main process, that the subject does not
move his or her head much. In the sub-process, the signal
processor 32 samples the image data at shorter intervals,
thereby extracting image-data items representing the eyes,
nose and mouth of the subject. The facial expression defined
by the position relation among the images of the eyes, nose
and mouth is compared with the reference expressions
which the subject shows in his or her normal conditions. If
the facial expression is different from any one of the
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reference expressions, the abnormality decision circuit 34
determines that it is necessary for the physician to examine
the physical conditions of the subject. Also in the sub-
process, the signal processor 32 integrates the data items
showing the outlines of the head, face, eyes, nose and mouth,
for a predetermined period of time, thereby determining
whether or not these outlines move as the subject breathes.
If YES, it is determined that the physician need not to
examine the subject. If NO, it is determined that something
is wrong with the subject, and that the physician must
examine the subject.

As been described, in the main process, the signal pro-
cessor 32 samples the image data, thereby exiracting image
data representing the head of the subject, in step a4. The
image-data sampling will be explained in more detail, with
reference to the fiow chart of FIG. 10.

First, in step cl, pixels which may represent part of the
subject’s head are extracted. In other words, the pixels are
distinguished from those representing the pillow, bed sheet
and blanket. If the video camera 31a incorporated in the
robot 5 is a color camera, the pixels of skin color and hair
color are extracted from the pixels of other colors. If the
camera 31a is a monochrome one, the pixels showing part
of the subject’s head are distinguished from those represent-
ing the bedding, in accordance with the brightness or texture
of pixels.

The data showing the constant features of the beddings is
previously registered, so that the pixels showing the bedding
can easily be distinguished from those representing the
subject’s head. Alternatively, the pixels showing the bedding
can be distinguished from those showing the subject’s head,
by identifying them with the greater part of a feature
histogram, since the image of the beddings occupies more
than balf of the image formed by the video camera 31
incorporated in the robot 5. The either method can success-
fully extract the pixels which may represent the subject’s
head, from the pixels which represent the pillow, bed sheet
and bianket.

In addition to these methods, there are some other meth-
ods of extracting the pixels which may show the subject’s
head, from those representing the bedding. One of the
methods is used, or some of them are employed in
combination, in order to extract the pixels from those
showing the bedding with the highest accuracy possible.

The methods for identifying the subject are selected in
accordance with the known feature of the bedding or the
feature of the bedding which is obtained by an image
processing. This selection is realized by deciding the relation
between the feature of the bedding and the identification
method and inserting the relation in a selection algorithm.

Another of the methods is to process vectors, each show-
ing the features of a pixel. More specifically, the feature
vectars are classified by the method commonly used in
pattern recognition, thereby distinguishing the pixels show-
ing the subject’s head from those representing the beddings.

Still another method is to convert the features of pixels to
digital values and then to compare the sum of the digital
values of any adjacent pixels with a reference value, thereby
distinguishing the pixels representing the subject’s head
from the pixels showing the pillow, bed sheet and blanket.

Another method is to prepare a histogram of the pixel
features, and distinguish that portion of the histogram which
is clearly different from the remaining portion and which
seems to represent the subject’s head.

Another method is to distinguish the individual pixels,
which seem to represent the tiny portions of the subject’s
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head, from the other pixels forming the input image, and
then to combine the pixels of each group, thus distinguished,
thus forming a rectangle. The several rectangles, thus
formed, are combined into a larger rectangle, which may
represent the subject’s head.

All the methods described above can be applied to per-
form steps cl to c5 (later explained). If the results obtained
are different, from method to method, the methods are
carried out again, or the the results of one method which are
considered more reliable than those of any other method
carried are used to extract the image of the subject’s head
from the input image.

Instead, one of the methods described above can be
carried out, which best fits the conditions under which to
extract the image of the subject’s head from the input image.

In the present embodiment of the invention, a plurality of
local modules can be used to process the video signals
representing the pixels forming the input image, whereby
the input image can be processed at higher speed than
otherwise.

The pixels extracted from the input image shown in FIG.
11A and defining the image shown in FIG. 11B are labeled
in step c2. Then, in step c3, the video signals representing
the labeled pixels are processed, whereby data items are
obtained which define rectangles. Each of these rectangles
circumscribes a groups of the labeled pixels which are close
to one another. Of these rectangles, those which are so small
to be regarded as resulting from noise, and those which are
long enough to be regarded as representing a crease of the
bedding are deleted from the image, thereby forming the
image shown in FIG. 11C,

Then, in step c4, data is obtained which represents a
rectangle circumscribing the rectangles shown in FIG. 11C,
as is illustrated in FIG. 11D. In step c5, it is determined
whether or not the rectangle is large enough to represent the
subject’s head. X YES, the rectangle is considered to rep-
resent the subject’s head. If NO, the rectangular area is
expanded so that it can be understood to represent the
subject’s head. Thus, the image of the subject’s head is
extracted from the input image (FIG. 11A), and a flag is set
at value “1,” indicating that the subject is in the bed.

In step a8, it is determined whether or not the image of
subject’s head has been extracted from the input image (FIG.
11A) in step cS, in accordance with the value of the flag. ¥
NO, the operation goes to step a6, in which it is determined
whether or not the image of the subject’s head must be
extracted again from the input image. If YES, steps ad and
a5 are performed. If NO, the operation goes to step a7. In
step a7, the signal processor 32 processes the video signals
output by the fixed video camera 315. In step a8, it is
determined, from the processed video signals, whether ar
not the subject has moved from the bed. If YES, that is, if
the subject has moved from the bed, it is unnecessary to
extract the image of the subject’s head from the image input
from the video camera 31 incorporated in the robot 5. In this
case, the operation returns to step al.

If NO in step a8, that is, if the subject is in the bed, but
the image of the subject’s head has not been extracted from
the image input from the video camera 315 built in the robot
5, the operation goes to the next step a3. In step a3, the
diaphragm opening and shutter speed of the video camera
31g built in the robot § are adjusted, thereby controlling
exposure. The exposure control is required when the sun-
light illuminates the bed, and the image input by the video
camera 31a thereby has bright portions and dark (ie.,
shaded) portions.
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With reference to the flow chart of FIG. 12, it will be
explained how to control the exposure in step a3.

First, in step dl, it is determined whether or not the
exposure is greatly incorrect. More precisely, pixels brighter
or darker than desired are counted. If the input image has
more excessively bright pixels than a predetermined
number, the exposure is regarded as very excessive. If the
input image has more excessively dark pixels than the
predetermined number, the exposure is regarded as very
insufficient. If NO in step d1, this means that the exposure
is either comrect or slightly incorrect, and that the pixels
which may represent the subject’s head have desired bright-
ness or are a little too bright or a little too dark. In this case,
it can be said that quite a few pixels showing the subject
head have been detected, though the image of the subject’s
head could not be extracted from the input image in step aS.
The operation goes to step d2. In step d2, the pixels adjacent
to the pixels which seem to represent the subject’s head are
examined for their brightness. Then, in step d3, it is
determined, based on the brightness of the adjacent pixels,
whether the opening of the diaphragm of the video camera
31a must be reduced or increased. More specifically, the
diaphragm opening must be decreased if the adjacent pixels
are too bright, and must be increased if the adjacent pixels
are too dark. A control signal is supplied to the diaphragm
drive device incorporated in the video camera 31a, whereby
the opening of the diaphragm is reduced or increased to
control the exposure correctly.

On the other hand, if YES in step dl, that is, if the
exposure is greatly incorrect, this means that many of the
pixels forming the input image are either too bright or too
dark. In this case, the operation goes to step d4. In step d4,
the video camera 314 built in the robot S is driven repeatedly
under three different exposure conditions, as is shown in
FIG. 13, thus gencrating video signals representing three
images of the subject, i.e., an over-exposure one, a standard-
exposure one, and an under-exposure one. If the input image
has over-exposure portions only, the video signals repre-
senting the standard-exposure and under-exposure images
are input to the signal processor 32. If the input image has
under-exposure portions only, the video signals showing the
over-exposure and standard-exposure images are input to the
processor 32. If the input image has both under-exposure
portions and over-exposure portions, the video signals
showing the over-exposure, standard-exposure and under-
exposure images are input to the signal processor 32.

In the processor 32, designated three of the local modules
7-1 to 7-n process the over-exposure image, the standard-
exposure image and the under-exposure image, respectively,
which have been formed by the video camera 314, thereby
to extract, in step ad, the image of the subject’s head from
the image (FIG. 11A) input from the video camera 31a
incorporated in the robot 5. With reference to the flow chart
of FIG. 14, it will be explained how the processor 32
performs step ad.

In step el, the standard-exposure image input to the signal
processor 32. In step e2, the first designated local module
processes the video signals representing the standard-
exposure image, thereby detecting those portions of this
image which are too bright and too dark. From the bright-
ness and darkness of these portions, it is determined whether
or not the image of the subject’s head must be extracted from
the input image by using images of different exposures.
More specifically, if the number of the excessively bright
and dark portions detected is less than a predetermined
value, that is, if the exposure is substantially correct, it is
determined that the image of the subject’s head must be
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extracted from the standard-exposure image only. If the
number of the excessively bright and dark portions detected
is greater than the predetermined value, it is determined that
the signals showing the bright portions must be processed by
using an under-exposure image, the signals showing the dark
portions must be processed by using an over-exposure
image, and the signals showing the other portions of the
image must be processed by using the standard-exposure
image.

In the meantime, the under-exposure image is input to the
processor 32 in step e3, and the over-exposure image is input
to the processor 32 in step e4.

If it is determined, in step e2, that the image of the
subject’s head must be extracted by using the under-
exposure, over-cxposure and standard-exposure images, the
designated three of the local modules of the signal processor
32 perform the following operations. In step €S, the first
designated local module extracts the pixels showing the
subject’s head from the standard-exposure image. In step €6,
the second designated local modules extracts the pixels
representing the subject’s head from the under-exposure
image. In step €7, the third designated local module extracts
the pixels representing the subject’s head from the over-
exposure image. Then, in step €8, the pixels which may
represent the subject’s head and which have been extracted
from the standard-exposure, under-exposure and over-
exposure images are combined, thus extracting the pixels
showing the subject’s head in the same way as such pixels
are extracted from the input image shown in FIG. 11A.

Thereafter, the operation goes to step a8, just as in the case
where the image of the subject’s head is extracted from one
image only. In step aS, it is determined whether or not the
image of subject’s head has been extracted from the input
image shown in FIG. 11A.

Since the standard-exposure image, the under-exposure
image, and the over-exposure image are not ones which have
been obtained at the same time, the rectangular area (FIG.
11D) representing the subject’s head expands. In the case
where the subject moves fast, and the operation moves to
step al0, skipping step a9. In step al0, it is determined
whether the pixels which may represents the subject’s head
have moved greatly or not.

If NO in step a5, that is, if the image of the subject’s head
cannot be extracted despite the second trial, it is determined
in step a6 that the image of the subject’s head can no longer
be extracted from the image input from the video camera
31 built in the robot 5§ or from the image input from the
fixed video camera 315. This is the case where the subject
is out of the view field of both video cameras 31 and 31b.

If YES in step as, the operation moves to step a9. In step
a9, the position of the rectangle (FIG. 11D) in the image
input from the video camera 3la is compare with the
position of the rectangle in the image input some time ago.
In step al@, it is determined whether or not the rectangle has
moved by a distance longer than a predetermined value. If
NO, the operation goes to step all, in which the sub-process
is set up, which will later be described. If YES in step al0,
the operation goes to step al2 and also to step ald. In step
al2, the sub-process is stopped if the sub-process has been
performed. Then, in step al3, the data in a memory (later
described) used in the sub-process in order to detect minute
movements of the subject is erased.

Meanwhile, in step ald, it is determined whether or not
the rectangle (FIG. 11D) moves greatly at a frequency higher
than a predetermined value. X YES, it is determined in step
al5 that the subject must be monitored and examined in the
monitor room. If NO in step al4, the operation returns to
step al.
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The sub-process, mentioned above, will be explained,
with reference to the flow chart of FIG. 8B.

If NO in step al0, that is, if the rectangle has not moved
by a distance longer than a predetermined value, the sub-
process is initialized in step bl. More specifically, the local
modules of the processor 32 process video signals, detecting
the angle by which the subject faces away from the video
camera 31a, and the positions of the subject’s eyebrows,
eyes, ears, nose and mouth. Step bl, i.e., the initialization of
the sub-process, will be described with reference to the flow
chart of FIG. 15.

As can be understood from FIG. 15, in step f1, one of the
the local modules processes the video signals representing
those pixels near the sides of the rectangle (FIG. 11D),
thereby detecting the outline of the subject’s head. Then, in
step f2, the regions within the rectangle, in which the images
of the subject’s eyes, nose, and month possibly exist, are
detected. At this stage, the regions detected are not so small
since which way the subject faces away from the video
camera 31z has not been determined yet. Next, in step £3,
other local modules of the processor 32 are assigned to
process the video signals representing the regions detected
in step f2.

In step f4, the local modules process the video signals,
thereby detecting the images of the user’s eyes, nose and
mouth. More precisely, the local modules detects the pixels
forming the outlines of the eyes, nose and mouth. They
output the data items representing the positions of the
outlines of the eyes, nose and mouth. These data items are
supplied to designated one of the remaining local modules or
to the host computer 64 (FIG. 6).

In step fS, the designated local module or the host
computer 6d determines the position relation among the
user’s eyes, nose and mouth, from the data items supplied
from the local modules, and also determines the angle by
which the subject faces away from the video camera 3la
from the position relation among the subject’s facial fea-
tures. In step 6, the designated local module or the host
computer 6d supplies the local modules with the data items
representing the shapes of the subject’s facial features, and
also the data required for determining the positions of the
facial features.

As can be understood from FIG. 16, the facial features of
the subject, e.g., the eyebrows, the eyes, the nose, the ears,
the mouth, have the position relation which is common to
human beings. This relation is defined by the positions of
individual facial features with respect to the vertical and
horizontal directions, and also by the distances between the
facial features. The designated local module or the host
computer 6d can, therefore, determine the positions of the
facial features detected in step f4, in accordance with the
data representing said position relation. To detects the
images of the facial features, the vertical center line of the
subject’s face is first detected from the outline of the
subject’s head, the angle by which the subject faces away
from the video camera 31a is then determined from the
position of the center line and the position of the top of the
head. More specifically, the host computer 64 determines the
angle from the positions of the vertical center line of the face
and the top of the head, and then determines the position
relation among the facial features. If any facial feature
detected is not located at the position it should take, it will
be identified in acoordance with its position with respect to
those of the other facial features detected later. If the facial
feature cannot be identified, the local module assigned to the
region in which the facial feature may exists processes the
video signals representing the region, for the second time.
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The image of the subject’s face, shown in FIG. 16, is what
the video camera 31a built in the robot 5§ forms when the
subject faces straight toward the camera 31. Needless to say,
the position relation among the subject’s facial features
changes from the one shown in FIG. 16, when the subject
faces away from the video camera 31la. When the subject
greatly faces away from the video camera 31a, some facial
features may disappear from the image the video camera 31a
forms, and the shapes of the some other facial features will
change.

The changes in the positions and shapes of some facial
features are limited, however, by the positions where they
are detected within the outline of the subject’s head and the
angle by which the subject has faced away from the video
camera 31a. Let us compare the subject’s head to a cylinder
as is shown in FIG. 17A. In this case, if the image of the
mouth is located slightly left to the vertical center line as is
shown in FIG. 17B, then it is determined that the subject has
faced a little to the right, away from the video camera 31
built in the robot 5. The same holds true of any facial feature
other than the mouth.

The data showing the relation between the positions of the
facial features detected, on the onc hand, and the angles by
which the subject faces away from the camera 314, on the
other, is registered, as a set of rules, in the host computer 64.
The host computer 6d examines the images of the facial
features are examined against these rules, thereby calculat-
ing the angle by which the subject has faced away from the
video camera 3la.

As has been pointed out, a facial feature may disappear
from the input image in some cases. In such a case, it is
determined that the subject has greatly faced away from the
camera 31a in one direction or an other. For instance, when
both eyes and the greater part of the nose disappear from the
image, it is ascertained that the subject has faced upward.
When only the ears are seen in the image, it is determined
that the subject has faced further upward.

The position and shape of one facial feature, or those of
a few facial features can help to deduce the angle and
direction in which the subject has faced away from the
camera 31a. Once the angle and the direction are thus
deduced, it is possible to determine the positions of the other
facial features which are not seen in the input image. The
shape of the nose changes quite noticcably as the subject
faces to the left or the right, away from the video camera
31a. Hence, the shape of the nose as seen in the input image
helps to determine the angle and direction in which the
subject has faced away from the camera 31a. The data
showing the angle and the direction is supplied to the local
modules incorporated in the signal processor 32, so that the
modules may detect the positions of the facial features with
higher accuracy than otherwise.

When an image of an eye is seen in the input image, it is
difficult to ascertain which eye it is, the left eye or the right
eye, up until the other eye or any other facial feature is
detected so as to determine which way and how much the
subject has faced away from the camera 31. The local
module assigned to the left-eye region, for example, is
assigned anew to the right-eye region, if the eye seen in the
input image has turned out to be the right eye. In this case,
the local module assigned to the right-eye region is assigned
anew to the left-eye region.

Some facial features are easy to detect, and other features
are hard to detect, because of the difference in size. Since the
mouth, ie., the largest facial feature, is very easy to detect,
the mouth is detected first. Then, the ears, i.c., the next
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largest facial features, are detected next, more easily than the
mouth since the ears have a specific relation to the mouth in
terms of position. Next, the nose, the eyes. and the eyebrows
are detected, in this order, more easily than the features
already detected.

After step bl, i.e., the initialization of the sub-process, is
executed, the sub-process goes to step b2. In step b2, the
signal processor 32 samples the image data at shorter
intervals as is shown in FIG. 9B, thereby extracting image-
data items representing the eyes, nose and mouth of the
subject. In step b3, the local modules 7-1 to 7-n of the
processor 32 processes the video signals representing these
facial features, thus detecting the images of the facial
features.

Next, in step b4, the position relation of the facial features
is checked against the standard position relation the features
have when the subject is at rest, either awake or asleep. If the
position relation is much different from the standard relation,
it is determined that the subject is in abnormal condition. At
the same time, the changes, if any, in the shapes of the facial
features can be checked. (For example, it is checked whether
the lips are rounded, whether the mouth is opened up, and so
forth.)

In step bS, it is determined whether or not the subject
makes strange facial expressions (each defined by the posi-
tions of the facial features) frequently. If YES, the operation
goes to step b6, in which it is determined that the subject is
in abnormal condition, and should, therefore, be monitored
and examined by a physician. If NO, the operation goes to
step b7. In step b7, the data jtems obtained at different times,
each representing the outline of each facial feature, are
stored into a memory (not shown). More precisely, a plu-
rality of memories is used. Each memory accumulates the
data items obtained successively and representing the out-
lines of a facial feature. For example, the memory assigned
to store the data about the mouth accumulates the data items
representing the various outlines t1, €2, t3, . . . of the
subject’s mouth which are shown in FIG. 18.

Thereafter, in step b8, it is determined whether a prede-
termined period has elapsed or not from the time the
memories started accumulating the outline-data items. If
NO, the operation returns to step b2, whereby steps b2 to b7
are repeated. If YES, in step b8, the operation moves to step
b9. In step b9, it is determined whether or not the number of
pixels accumulated in each memory is greater than the
number of pixels defining the outline of the feature detected
at a given time. If NO, that is the facial feature does not
move at all, the operation goes to step b10. In step b1#, it is
determined that the subject is in abnormal condition and
should, therefore, be monitored and examired by a physi-
cian. If YES, that is, the facial feature is moving slightly due
to, for instance, breathing, the operation moves to step bll.
In step b1l, all memories are reset, erasing the data stored in
them.

As has been explained with reference to FIG. 8A, in step
a7, the signal processor 32 processes the video signals
output by the fixed video camera 315, thereby to detect the
subject’s head, but also determine where in the sickroom the
subject is now. How the processor 32 performs this step will
be explained in detail, with reference to the flow chart of
FIGS. 19A and 19B.

The fixed video camera 31b scans a greater area than the
video camera 314 in the robot § located neat the bed. In
addition, some part of the sickroom is illuminated with the
sunlight, while other parts are not, and the brightness of each
part of the sickroom changes as the day’s hours pass, one by
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one. Hence, the brightness of the view field of the fixed
camera 315 changes more than that of the view field of the
video camera 31a on the robot 5. Thus, much care must be
taken to set conditions under which to input image data to
the signal processor 32, including the exposure condition
suitable for the fixed video camera 31b.

First, the best possible exposure conditions for the fixed
video camera 31b are determined in step gl, by means of the
ordinary automatic exposure device built in the fixed video
camera 31b. If it is expected that the brightness of the view
field changes greatly, a standard-exposure image, an under-
exposure image, and an over-exposure image input. The
local modules of the processor 32 process the video signals
representing these images of different exposures, and com-
bine the pixels of these images—in the same way as in the
processing of the video signals output by the video camera
31a in the robot 5.

The image of any still object in the sickroom, such as a
piece of furniture, appears at the same position in the image
input from the fixed video camera 315, unless the subject
stands in front of the object, hiding the object behind his or
her back. The brightness of at least one designated portion,
which is shaded in FIG. 20, of each piece of furniture is
detected, and the exposure is determined from the bright-
nesses of the designated portions of the various items of
furniture. This is done in the specific method, which will be
explained with the reference to the flow chart of FIG. 21.

First, the standard-exposure image formed by the fixed
video camera 315 is input to the signal processor 32 in step
h1. Then, the designated portions of the still objects, seen in
the input image, are counted in step h2. In step h3, it is
determined whether or not the number of the designated
portions detected in step h2 is greater than a predetermined
value, or whether or not they have been correctly detected.
I NO, the operation goes to step hd, in which the exposure
condition of the fixed video camera 31b is altered, and the
image the camera 31 takes in the altered exposure condition
is input to the signal processor 32. In this case, the operation
returns to step h2. Steps h2, h3 and h4 are repeated until an
affirmative decision is made in step h3. If YES in step h3,
that is, if the number of the designated portions detected in
step h1 is greater than the predetermined value, the operation
moves to step h5. In step hS, it is determined which one of
the images showing the identical designated portion of each
still object, which most comrectly represents the designated
portion and which should therefore processed in the sub-
process.

Step h2 will be described in greater detail. The local
modules incorporated in the signal processor 32 are assigned
to the detection of the designated portions of the still objects,
respectively. When any local module detects the designated
portion of the still object, it means that the module detects
no other portion of the still object which need not be
detected at all. The local module applies an outline-detecting
operator to the video signals representing the designated
portion detected, and digitizes these video signals, thereby
detecting the outline of the designated portion of the still
object. Further, the length of the outline thus detected is
divided by the actual length of the designated portion. I the
ratio of the detected length of the outline to the actual length
of the designated portion is greater than a threshold value,
the portion is regarded as having been correctly detected.
The length ratio for each designated portion correctly
detected is stored in a memory, and will be used to check the
entire image of the sickroom.

The best possible exposure condition varies, from one
designated portion to another designated portion. Unless the
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difference between the best exposure conditions for any two
adjacent designated portions is relatively great, the same
exposure can be applied to the adjacent designated portions.
Hence, if the outline of a given designated portion is not
correctly detected, it can be detected in the image which the
fixed video camera 315 forms in the exposure condition best
for the designated portions which are adjacent to the given
designated portion.

As has been explained with reference to FIG. 21, images
of various exposures are input, one after another, to the
signal processor 32, and the designated portions of each
input image are detected. Instead, several images of different
exposures can be input simultaneously input to the processor
32, and then the designated portions of each image are
detected.

In the instance described above, the exposure condition
best for each designated portion of a still object is deter-
mined by the ratio of the length of the outline of the portion
to the actual length of the portion. Alternatively, the best
possible exposure condition can be selected for each desig-
nated portion in accordance with the brightness of the
designated portion. Further, if the fixed video camera 314 is
a color video camera, the exposure condition can be deter-
mined by the hue (i.c., RGB-density ratio) of the designated
portion.

The object of performing step gi (FIG. 19A) is to detect
whether or not the subject is moving in the sickroom. Thus,
the fixed video camera 315 inputs images of the sickroom to
the signal processor 32 at intervals of several seconds to tens
of seconds. The exposure condition can be changed, either
at these intervals or at longer intervals.

After the most appropriate exposure condition has been
determined, the image is input from the fixed video camera
315 to the signal processor 32. In the processor 32, some of
the local modules 7-1 to 7-n processes the video signals
representing the designated portions of the still objects.
Then, in step means g2, changes, if any, are detected in the
images of the designated portions. There are various types of
changes that may occur in the image of each designated
portion. Also, various methods are available for detecting
these changes. The best possible method is selected in
accordance with the lighting condition in the sickroom and
the exposure condition of the fixed video camera 31b. The
results of only one method may fail to show whether
changes are occurring. In this case, two or more methods can
be employed in combination.

Three major methods available for detecting changes that
may occur in the image of each designated portion are as
follows:

[Finding Difference between Two Consecutive Images]

This method is to detect a region of the image, which has
undergone a great change between two times the fixed video
camera 315 takes two pictures of the sickroom, respectively.
The method is effective in the case where the moving object,
ie., the subject, has a sharp contrast with respect to the
background. In order to obtain a great difference between
two images, the data items representing these images can be
subjected to smoothing process or differentiation.
[Comparison of Pixel Hues]

The method is employed when the fixed video camera 315
is a color video camera. In this method, the RGB-density
ratios of the individual pixels forming the last image input
to the processor 32 are compared with those of the pixels
forming the penultimate image input to the processor 32. Of
the pixels, those whose RGB-density ratios have varied
greatly are considered to define regions which have under-
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gone a prominent hue change. This method of detecting
changes occurring in the input image is effective in the case
where the moving object, i.e., the subject, is of a color
different from that of the background, even if the two
consecutive images input to the processor 32 have been
formed in different exposure conditions.
[Comparison of Edges]

This method includes steps of dividing the image into a
plurality of small square regions, comparing the edge
included in each of the present divided regions with that in
each of the previous divided regions, and processing, when
the edge is varied between the previous and present regions,
the corresponding region as the varied region. This method
is more effective in relation to the variation of the image
input condition, etc., in comparison with the aforementioned
process for obtaining the difference between the present and
previous regions. However, if the background and the mov-
ing object have a texture containing many edges, it is
impossible to detect the movement of the moving object
only by checking the edges in the small region. Accordingly,
for the purpose of avoiding the above disadvantage the
image is divided so that the divided region has a size larger
than that of the element constituting the texture. On the basis
of this condition, the actual element of the texture is
obtained, and it is decided whether or not a difference exists
between the texture elements.

Whether the changes, if any, in the input image can be
successfully detected or not largely depends on the proper-
ties of the moving objects and those of the background
objects. The moving objects are the subject’s head and the
clothes he or she wears, and the background objects are the
walls, the fioor, and the bedclothes. Of the moving and
background objects, those which may change in shape are
the clothes and the bedclothes.

The data representing the properties (brightness, color,
texture, and the like) of the other objects is input into the
host computer 6d, either by a human operator or through
data-processing. To be more specific, the brightnesses of the
pixels forming the input image are classified into a proper
number of scales, and the colors of these pixels are classified
into various types in accordance with the RGB-density ratios
of the pixels. Then, those of the pixels forming the input
image, which are relatively dark and of relatively dark
colors, are regarded as defining the creases of the clothes and
bedclothes.

Whenever the bedclothes are replaced with new ones, the
operator may input the data representing the properties of
the new bedclothes, such as texture, color, patterns, etc., into
the host computer 6d. Alternatively, the properties of the
bedclothes can be determined by extracting the pixels form-
ing the image of the bedclothes, from the input image, which
can easily be accomplished since the position of the image
of the bedclothes is known and not changeable. The prop-
erties of the bedclothes can be thus determined, either at the
time the bedclothes are changed to new ones, or at prede-
termined intervals.

The operator can store into the host computer 6d the data
representing the properties of the subject’s head, including
those of his or her facial features.

Similarly, the operator can stores into the host computer
6d the data showing the properties of the clothes the subject
wears, whenever the subject change dresses. Alternatively,
the data representing the properties of every garment which
the subject may wear can be registered in the host computer
6d beforchand, and can be read therefrom when the subject
changes dresses to that garment. The data representing the
image of the clothes the subject wears can be automatically
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input to the host computer 6d, thereby registering the
properties of the clothes in the host computer 6d.

The data showing the properties of the new clothes in
which the subject has just dressed can be also automatically
registered in the computer 6d since the images of the new
clothes can be distinguished from those of the bedclothes
whose properties are known. In this case, however, it is
necessary for the subject to change dresses at a designated
position, or on the bed, not under the blanket to conceal the
new clothes he or she is putting on.

Now the properties of the moving object, i.e. the subject,
and the clothes he or she wears) and the properties of any
other object in the sickroom have becn detected and stored
into the host computer 6d. Next, one of the above-mentioned
three methods of detecting changes in the image of each
designated portion can be performed, either singly or in
combination, in the following four schemes, in order to
determine whether or not the subject is walking in the
sickroom.

Scheme 1

one of the three methods is used. The method, wherein the
difference between consecutive two images is processed, is
employed to detect the movement of the subject, when the
background of the input image is bright and the clothes are
dark or to the contrary when the background is dark and the
clothes are bright. The method, wherein the RGB-density
ratios of the pixels forming an image are compared with
those of the pixels forming the preceding image, is
employed to detect the movement of the subject, when the
color of the background (e.g., cream color) of the input
image much differs from the color of the clothes (¢.g., red,
blue, or green).

Scheme 2

One of the three methods is applied to each part of the
background of the input image to detect the movement of the
subject, when the background consists of parts having
different properties.

Scheme 3

The three methods are used in combination. Whenever the

difference obtained by any method is greater than a threshold
value, it is determined that the subject moves. Alternatively,
the results obtained by the three methods are appropriately
weighted, and when the sum of the weighted results is
greater than a threshold value, it is determined that the
subject moves. The result obtained by the method which can
detect the difference most easily and reliably is weighted
most.
Scheme 4 The second method (comparison of hues) or the
third method (comparison of creases) is first performed. If
the movement of the subject cannot be detected from the
result, both methods are performed, and the movement of
the subject is determined from the results obtained by both
methods.

In any of the four schemes described above, no informa-
tion about the moving objects is utilized in the case where
the result is not weighed in accordance with the part of the
input image. The data-processing/control section 4 com-
prises a parallel computer. The parallel computer not only
simultaneously process the data items output by the local
modules, but also performs different tasks on the data
representing a region of the input image. Hence, the parallel
computer processes the data showing the input image, at
high speed. The data-processing/control section 4 can per-
form scheme 3 with high efficiency. In scheme 3, the results
obtained in the three methods can be weighted in accordance
with the information about the moving objects, thereby
enhancing the reliability of scheme 3.
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In one case, less local modules are available than required
to achieve scheme 3. In another case, an additional computer
needs to be used to achieve scheme 3. In either case, the
image data can be processed in accordance with the rules
formulated from the relation between the properties of the
moving objects, on the one hand, and the three methods of
detecting changes in each designated portion of the image,
on the other hand. As aresult, the reliability of scheme 3 can
be sufficiently high.

To detect more easily and economically whether or not the
subject is walking in the sickroom, the subject must wear
clothes of such properties that help to detect the changes in
the designated portions with high accuracy. In this case, the
subject’s agreement to wear such clothes is required since he
or she has preference to a specific color, a particular cut and
a special material for his or her garment. To be more precise,
the subject wears clothes which is in sharp contrast to the
background objects (ie., bedclothes, walls, floor, furniture,
etc.). If the subject insists on wearing his or her favorite
clothes which happen to be similar to the background
objects, then the background objects need to be replaced, at
the subject’s expense, by new ones which are in complete
contrast to the clothes the subject’s has chosen. The word
“contrast,” used here, means a difference in brightness in the
case where the fixed video camera 31b is a black-and-white
one, and means a difference in color in the case where the
camera 31b is a color video camera.

After changes are detected in the images of the designated
portions, in step g2, the operation goes to step g3. In step g3,
it is determined whether or not the changes are occurring in
a large region. The term “large region” does not necessarily
means a single large region only; it also means two or more
small regions put together. Any region is considered “large”
if it is larger than one of the several parts forming the
smallest itage of the subject that the fixed video camera 315
can photograph. That region of the input image which
represents the subject’s head which does move but slightly
while the subject is sleeping in normal way is not regarded
as one in which changes are taking place.

I NO in step g3, that is, if no changes are occurring in any
large region of the input image, the operation moves to step
g4, in which the video camera 31a built in the robot 5 is
tumed on, whereby step a5 is performed. In step g§, it is
determined whether or not the subject is in bed. If YES, the
operation returns to the main process, mare precisely to step
gl. If NO, the operation moves to step gld. In step gl4,
sub-process 1 is initiated, whereby it is detected whether or
not the subject is walking in the sick room. If the subject is
not moving in the sickroom, it is determined that the subject
must be monitored and examined by a physician in the
monitor room.

Sub-process 1 will be explained, with reference to the
flow chart of FIG. 19B.

First, in step ii, the outlines of all objects in the sickroom,
still ones and moving ones, are detected. The positions of the
still objects are known. In step i2, the data items showing the
positions of the moving objects (including the subject’s
head) are stored in the memories which have been reset and
are thus empty. These data items have been obtained by
extracting the video signals representing the pixels outside
an enlarged outline image of each still object and then by
enlarging the outline image defined by the pixels thus
extracted.

Sub-process 1 is achieved by sampling the image data at
short intervals as is shown in FIG. 9, by means of the signal
processor 32. In step i3, it is determined whether or not a
predetermined period has elapsed from the start of accumu-
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lating data items in each of the memories. If NO, the
operation moves to step id, in which the next image data is
input to the processor 32. The processor 32 samples the next
image data in step il. If it is found, in step bl of the main
process, necessary to determine whether or not the subject is
moving in the sickroom, the processor 32 samples each input
image data at short intervals.

I YES in step i3, that is, if the predetermined period has
elapsed from the time each memory starts accumulating data
items, the operation moves to step i5. In step i$, it is
determined whether or not the input image includes the
image of an moving object. If NO, the operation goes to step
i6, in which a signal is output which indicates that the image
includes no moving objects. If YES in step is, the operation
goes to step i7.

In step i7, it is determined whether or not any object is
moving. This decision is made based on the ratio in number
of the small-value pixels to the great-value pixels—all
stored in the memories. More precisely, when this ratio is
greater than a threshold value, it is determined that the input
image includes the image of at least one moving object. This
is be canse the pixels defining the outline of a movable
object, if any in the input image, have great values when the
outline does not move at all during said predetermined
period. Hence, whether or not any object is moving can be
determined very accurately.

I NO in step i7, that is, if no moving objects are detected
in the input image, though there may be movable objects, the
operation moves to step i8. In step i8, it is found necessary
to monitor and examine the subject in the monitor room. X
YES in step i7, that is, at least one object is found moving
in the input image, the operation goes to step i9. In step i9,
the memories are reset, whereby the data stored in them are
erased. Thereafter, in step i10, the next image data is input
to the signal processor 32.

HYES in step g3, that is, if changes taking place in a large
region, the operation goes to step g6. In step g6, it is
determined whether or not sub-process 2 is being performed.
If YES, it is determined in step g7 whether or not the
changes detected in step g3 contradict with the results of
sub-process 2, which is the position of the subject’s head in
the input image as will be later described in detail. If NO in
step g7, the operation moves to step g13, which sub-process
2 is started. If YES in step g7, that is, if the subject’s head
is not seen within the large region detected in step g3, the
operation goes to step g8.

In step g8, the size and shape of the large region are
recognized, by distinguishing the region from the rest of the
input image. Changes in the size and position of the large
region indicate how the moving object moves with respect
to the fixed video camera 31b. When the region moves in the
input image as is shown in FIG. 22A, it means that the object
moves from the right to the left with respect to the camera
31b. When the region moves as is shown in FIG. 22B, it
means that the object moves from the right to the left, but for
a shorter distance. When the size of the region decreases as
is shown in FIG. 22C, it means that the object moves away
from the fixed camera 31b.

As has been described, the data showing the region
detected at time t-1 and the data showing the region detected
at time t are stored into the same memory. Hence, the data
stored in the memory represents two elliptical arcas when
the large region moves as is shown in FIG. 22A, represents
two partly overlapping elliptical areas when the large region
moves as is shown in FIG. 22B, and represents two com-
pletely overlapping elliptical areas, one larger than the other,
when the large region moves away from the camera 315 as



5,802,494

21

is shown in FIG. 22C. Not only the size of the large region,
but also the shape thereof must be recognized since the
shape also changes as the subject turns around, bend over, or
moves his or her arms and legs.

There are two alternative methods of recognizing the size
and shape of the large region detected in step g3. These
methods will be explained, with reference to the flow charts
of FIGS. 23 and 24.

In the first method, the region detected in step g3 is
enlarged in step j1 by processing the video signals which are
binary signals. Next, in step j2, the blank made as the result
of the enlarging of the region is filled in. In step j3, the
outline of the region of the image being formed is detected.
Then, in step j4, the data items are erased from the memory,
which represent the outlines of the regions detected previ-
ously. The data items showing outlines of the regions
detected previously are crased, and the data item represent-
ing the outline of the region last detected in step g3 remains
in the memory. Finally, in step jS, the size and shape of the
moving object are recognized from the data kept stored in
the memory.

In the second method of recognizing the size and shape of
the large region, a first image is input to the signal processor
32 in step k1. Then, a second image is input to the processor
32 in step k2. In step k3, the first and second images are
compared, thereby detecting a region in which changes have
occurred. In step k4, the data item showing the region thus
detected is stored into a memory. Then, in step kS, it is
determined whether or not a predetermined number of input
images have been processed. If NO, the operation re turns to
step k2, whereby steps k2, k3 and k4 are repeated. In this
method, the images are input at so short intervals that they
overlap each other as is shown in FIG. 22B. Hence, the data
items accumulated in the memory represent the outlines of
the region, detected at different times t1, t2, and t3. f YES
in step kS, that is, the processor 32 has processed the
predetermined number of images, the operation moves to
step k6. In step k6, the outline of the region is detected from
the data items accumulated in the memory.

After the size and shape of the large region are recognized
in step g8, the operation moves to step g9. In step g9, it is
determined whether or not any portion in the image seems
to be the subject. More precisely, it is determined whether or
not the size of the region, detected in step g8, falls within a
specific range. i NO in step g9, the operation returns to step
24. If YES in step g9, it is determined that the subject is out
of the bed, and the operation gocs to step g1 and also to step
gll.

In step gl0, the subject’s head is detected. More
specifically, an arc portion, if any, of the outline of the region
detected in step g3 is detected. Then, an elliptical region,
defined in part by the arc portion, is regarded as representing
the subject’s head. Two or more arc portions of the outline
may be detected. In this case, one ar all of the elliptical
regions partly defined by these arc portions, respectively,
will be considered to represent the subject’s head.

In the meantime, in step g1l, sub-process 1 is stopped.
This is because, if sub-process is performed at the time any
portion in the image is identified with the subject in step g9,
the subject is moving fast, and it is no longer necessary to
input image data at short intervals to the signal processor 32.
Then, in step g12, the memories are reset, erasing the data
stored in them.

After the subject’s head is detected in step gl0, the
operation goes to step g13, and sub-process 1 stopped in step
gl1, the operation goes to step g13. In step g13, sub-process
2 is started. Sub-process 2 will be explained in detail, with
reference to the flow chart of FIG. 19C.
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In sub-process 2, images are input to the signal processor
32 at short intervals in step ml. In step m2, the processor 32
processes the image data in order to detect the subject’s
head. This image data shows either a standard-exposure
image or an image which the camera 31 has image-sensed in
the exposure condition best for the subject’s head. Then, in
step m3, it is determined whether or not the processor 32
fails to detect the subject’s head.

In the detection of the head in the sub-process 2, the
detected head is used as a template, and this template is
matched with the template corresponding to the peripheral
portion of the head of the previous image, to obtain the
portion on which the present template is completely matched
with the previous template, and the position of the matched
portion is decided as the present position of the head (step
m2). For the above matching process may be used a corre-
lation coefficient or the total sum of the absolute values of
the differences between the intensities of the pixels. As the
template may be used the information regarding to the head
extracted at first or the template is updated by the head
information detected for every time. Instead of the above
matching process the position of the head may be decided by
checking the peripheral pixels of the head of the present
image and obtaining the outline of the head.

T the present position of the head cannot be detected by
the peripheral portion of the previous head portion, in other
word, the point having a larger coincident degree than a
predetermined value is not detected, the operation goes to
step md, in which sub-process 2 is stopped. The subject’s
head is not detected, perhaps because the head has moved
much. Nonetheless, sub-process 2 is performed since the
great changes have bean detected in step g3, and the position
of the head is detected in step gl0. Hence, there is no
problem.

¥ NO in step m3, that is, if the subject’s head is detected
in step m3, the operation goes to step mS. In step mS$, it is
determined whether or not the head is moving. If NO,
sub-process 1 is started in step m6. I YES, the operation
returns to step ml, whereby steps ml, m2, and m3 are
repeated.

In step i6, a signal may be output which indicates that the
image includes no moving objects. This means that the
signal-processing/control section 4 has failed to detect the
subject. In this case, the section 4 outputs a message, either
aural or visual, asking the subject to stand in front of the
fixed video camera 31b. Alternatively, sub-process 1 is
repeated a predetermined number of times, and the section
4 output the message only if a signal, which indicates that
the image includes no moving objects, is output in step i6 of
the sub-process 1 last performed.

In step i8, it may be found necessary to monitor and
examine the subject in the monitor room. If this is the case,
a signal indicating this fact is transmitted to the monitor
section 2, whereby the physician in the monitor room can
know that the subject needs to be monitored.

Not only through the processing of image data, but also by
other means, can it be found necessary to monitor and
examine the subject.

For instance, when an electrocardiograph, an electronic
hemadynamometer, and an electronic thermometer are
attached to the subject, it can be determined from the data
output from these electronic devices that the subject must be
monitored in the monitor room. In the case where the data
reveals that the subject is in critical condition, the physician
can operates the monitor console of the monitor section 2,
thereby to examine the subject’s image displayed on the
CRT screen of the monitor console, without the subject’s
permission of the console.
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When the subject pushes a button switch, utters a
message, or makes a hand-signaling, informing the physi-
cian in the monitor room that he or she want the physician
to examine him or her, then the physician operates the
monitor console, and watches and examines the subject’s
image displayed on the CRT screen of the monitor console.

To examine the subject at a fixed time or times of the day,
the physician pushes a button switch, thereby informing the
subject that his or her image will be transmitted to the
monitor section 2. Then, the physician operates the monitor
console some time later, thereby examining the subject’s
image displayed on the CRT screen of the console.

When the data supplied from the data-processing/control
section 4 to the monitor section 2 shows that the subject is
sleeping, the physician can be authorized to operate the
monitor console, thereby to monitor the subject and examine
the subject’s image on the CRT screen.

The subject can push a monitor-off button switch located
within his reach, thereby suspending the examination when-
ever he or she finds it inconvenient to be examined
continuously, as when his or her relative or friend comes into
the sick room to see him. This button switch is automatically
turned off upon lapse of a predetermined period, in accor-
dance with the program installed in the data-processing/
control section 4. Thus, the examination is started again even
if the subject forgets to turn off the monitor-off button
switch.

The monitoring of the subject can be automatically sus-
pended when a visitor or a nurse comes into the sickroom.
This can be accomplished by detecting the opening and
closing of the door to the sickroom by means of a sensor, or
by detecting the image of the visitor or nurse by means of the
signal-processor 32 processing the image data output from
the fixed video camera 31b. There is the possibility that the
sensor and the processor 32 malfunction. Hence, whenever
the opening or closing of the door, or the image of the visitor
or murse is detected, a message is given to the subject, asking
whether the monitoring should be suspended or not. Unless
the subject responds in affirmative, the monitoring is con-
tinued.

Needless to say, whenever it is found necessary to monitor
the subject, the robot needs to ask the subject to permit the
physician to monitor the subject. The request for permission
can be conveyed to the subject by an aural message, a visual
message, or a tactual message. The following aural, visual
and tactual messages can be used, cither singly or in
combination.

a. Aural Message

A speech synthesizer generates speech signals. These
signals are supplied to the speaker built in the robot 5 or the
speaker located at bedside. The speaker converts the signals
to an aural message such as “SHALL IASK DR. SMITH TO
EXAMINE YOU?” The speech synthesizer can generate
speech signals, which the speaker converts to a message of
“MOTHER, HOW ARE YOU FEELING NOW? SHALL I
CALL DR. BROWN?” in a voice similar to that of the
subject’s daughter. Alternatively, the speech synthesizer can
generates specch signals, which the speaker converts to a
message of “GRANDMA, HOW ARE YOU? DO YOU
WANT TO SEE DR. JONES?” in a voice almost the same
as that of the subject’s grandchild. Further, the speaker can
give the subject similar synthesized aural messages in vari-
ous voices.

b. Visual Message

Various visual messages can be given to the subject. For
example, a message of several words can be displayed on the
CRT screen on the robot §. Instead, the ceiling lamp or the
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bedside lamp is made to flicker, asking the subject if he or
she agrees to be monitored. Further, the arms of the robot §
can be swung, asking the subject whether or not he or she
wants the physician to examine him or her.

c. Tactual Message

The robot 5§ can move its arms and hands, touching the
bed or the subject, thus giving a tactual message asking the
subject if he or she agrees to be monitored. Instead, the
pillow or the bed can be vibrated by a vibrator, asking the
subject whether or not he or she agrees to be monitored.
Alternatively, a striker is actuated to hit the bed gently for
the same purpose.

At night, the ceiling lamp or the bedside lamp is turned on
shortly before a message, aural, visual or tactual, is given to
the subject. i the subject does not hope that the room is
illuminated, the message is given in the dark. In this case, the
subject is expected to make an oral response or a tactual
response, never a visual response which neither video cam-
era 31a nor 31b can recognize in darkness. In the case where
no response is required on the part of the subject, the
sickroom is not illuminated, unless the subject wants to have
the room lighted.

As has been described, the physician can operate the
monitor console, thereby monitoring the subject, without the
subject’s permission, when the data output by the clectronic
sensors attached to the subject shows that the subject is in
critical condition. Even in such a case, it is recommendable
that a message, aural, visual or tactual, be given to the
subject, informing the subject that the physician is about to
start monitoring the subject.

After sending a message to the sickroom, asking the
subject to permit the physician to monitor him or her, the
physician waits for a response. If no response comes within
a predetermined period of time, it is decided that there is
something wrong with the subject, and hence operates the
monitor console, and starts receiving the image data from
the sickroom so that he or she can monitor the subject on the
CRT screen.

The subject can make various types of responses to the
aural, visual or tactual message given to him or her from the
monitor room, asking him and her if he or she agrees to be
monitored.

The easiest and most reliable response is pushing a button
switch at bedside. The button switch should be of the type
which can be operated not only by hand, but also by any
other part of the patient. The subject pushes the switch only
when he or she agrees to be monitored, or only when he or
she disagrees to be monitored. Alternatively, two button
switches are located at bedside so that the subject may push
the first switch to express his or her approval, and the second
switch to express his or her disapproval.

Another response is an oral or aural one. In response to the
message given, the subject talks into the microphone
mounted on the robot § or located at bedside, and his or
speech is recognized by the speech recognition device built
in the robot 5, whereby the subject’s approval or disapproval
is conveyed to the physician. Instead, the subject clap hands
or hits something near the robot 5, and the microphone picks
up the resulting sound, which the robot hears to know the
subject’s approval or disapproval

Another response is a visual one. The subject nods to
show approval, or shakes his or her head to express disap-
proval. Alternatively, the subject makes a hand signaling,
indicating approval or disapproval. These visual responses
are detected by the video camera 314 built in the robot S or
the video camera 31b installed in the sickroom and are
conveyed to the robot through the data-processing/control
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section 4 which processes the video signals output from
either camera and detects the movement of the subject’s
head and hands.

Not only a hand-signaling, but also rodding, shaking of
the head, and facial expression can be visual responses.
Nodding, head-shaking, and facial expression can be
detected by performing the sub-process. The subject and the
robot make an understanding between them that the subject
turns his or her head toward the robot 5, expressing approval
of being monitored, and does not do so, showing disap-
proval. A similar understanding can be made that the subject
opens his or her mouth or eyes, indicating approval, and
closes them, showing disapproval.

If the data-processing/control section 4 outputs, in step i6,
a signal indicating that the image includes no moving
objects, the same sequence of operations can be performed
as in the case where it is determined, in step i8, that the
physician should monitor and examine the subject.
Alternatively, a message can be given to the subject, asking
him or her to turn his or her head toward the robot 5 or to
go back to the bed, so that the subject’s image appears in the
view field of the video camera 314 built in the robot 5. Once
the subject accordingly turn the head toward the robot § or
returns to the bed, changes occur in a region of the input
image, whereby the subject’s image can be detected.

If no changes occur in the region of the image input from
the video camera 314 after a message is given to the subject,
asking him or her to turn to the robot § or return to the bed,
then the section 4 performs the same sequence of operations
as in the case where it is determined, in step i8, that the
physician should monitor and examine the subject. Before
instructing the section 4 to carry out the sequence of
operations, a message is given to the subject, asking for the
consent that the subject is monitored. However, this message
nced not be given since the same message has once been
given.

If the subject has pushed the button switch, making the
most reliable response showing approval or disapproval of
being monitored, it is unnecessary to confirm the subject’s
intention. Since an oral, aural or visual response the robot 5
detects may be false, a message should be given to confirm
the subject’s intention unless it is determined that the
response is a true one.

Upon receipt of the subject’s approval through the data-
processing/control section 4, the monitor console automati-
cally sends an anral, visual or tactual message to the subject,
informing the subject that his or her image is about to be
transmitted to the monitor section 2. At the same time, the
lamp on the console flashes, and the CRT display also on the
console displays a message, and the speaker built in the
console gives a message, informing the physician that he or
she must examine the subject’s image sent from the data-
acquiring section 1. Further, the monitor console can actuate
the physician’s pager, telling the physician to examine the
subject’s image in the monitor room.

The transmission of the subject’s image to the monitor
section 2 is started at the time the subject’s approval reaches
the monitor section 2, or at the time the physician pushes the
transmission-start button on the monitor console. At the start
of the image transmission, not at the time of receiving the
subject’s approval, the monitor console can send a message
to the data-acquiring section 1, thus telling the subject that
his or her image is being transmitted to the monitor section
2

Now that the image transmission has begun, the physician
looks at the subject’s image displayed on the CRT screen on
the monitor console. Whenever necessary, the physician
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switches the subject’s image output by the video camera 31a
built in the robot § to the one output by the fixed video
camera 315, and vice versa. Further, he or she operates the
monitor console, thus adjusting the exposure condition of
either camera, and moving the robot 5 and/or the camera
built in the robot 5, in order to get a clearer image of the
subject.

As has been described, the video camera installed in the
monitor room, more precisely on the monitor console,
outputs the data representing the physician's image, to the
robot 5§ through the signal transfer path 3, and the CRT
display on the robot 5 displays the physician’s image.
Hence, the subject and the physician can talk, face to face,
over the telephone or by means of microphones and speak-
ers.

Since the video camera 31a built in the robot § does, so
to speak, look down at the subject even if the robot’s neck
is contracted, it may be impossible to detect the subject’s
facial expression completely in the image the camera 31a
outputs. To give the physician a better view of the subject’s
face, a video camera can be incorporated in the robot’s trunk
and be located right before the subject’s face.

Tt is quite desirable that the subject be informed of the
transmission of his or her image to the monitor section 2, not
only immediately before or at the start of the image
transmission, but also during the image transmission.
Therefore, in the present embodiment, the CRT display
mounted on the robot § displays exactly the same image as
the CRT display mounted on the monitor console displays
and as the physician sees. Hence, the subject can know in
which way he or she is being monitored by the physician.

The monitor section 2 comprises an apparatus for record-
ing the images being monitored in the monitor room, in the
following various ways:

(a) To record the input image at regular intervals, each

time for a short period.

(b) To record the input image for a predetermined period,
starting at the time greater changes are detected in the
image.

(¢) To record the input image, starting at the time no
moving objects are detected in the image or it is found
necessary to monitor the subject, until the physician
begins to examine the subject’s image or finds it no
longer necessary to examine the subject’s image.

(d) To record the input image continuously, but automati-
cally erase the image data acquired until about ten and
odd minutes ago. Hence, the physician can review the
subject’s image recorded for that ten-and-odd minutes
petiod and can copy the the recorded image on other
video tape, whenever no moving objects are detected in
the image or whenever it is found necessary to monitor
the subject.

As is shown in FIG. 26, the recording apparatus com-
prises a long-time video recorder 11, a short-time video
recorder 12, a long-time recording controller 13, a short-
time recording controller 14, a timer section 15, and a
reply-agreement judging section 16. The video signals and,
if necessary, the audio signals, output by the video cameras
31a and 31b are input to both video recorders 11 and 12. The
signal indicating that the subject must be monitored, and the
signal indicating that no moving objects are found, both
output from the data-processing/control section 4, are sup-
plied to both recording controllers 13 and 14. Further, the
signal showing that changes are occurring in the input image
is input to the long-time recording controller 13, and the
physician’s instructions are supplied to both recording con-
trollers 13 and 14.
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The timer section 15 outputs timer signals at predeter-
mined intervals, each timer signal having a predetermined
duration, and supplies them to the long-time recording
controller 13. Under the control of these timer signals, the
controller 13 are turned on and off, whereby the intermittent
image-recording defined in paragraph (a). Upon receipt of
the signal showing that changes are occurring in the input
image, the controller 13 causes the long-time video recorder
11 to start recording the input image, whereby the image-
recording of the type defined in paragraph (b) is carried out.
Upon receipt of the signal indicating that the subject must be
monitored, or the signal showing that no moving objects are
found, the section 13 causes the video recorder 11 to start
recording the input image, whereby the image-recording of
the type defined in paragraph (d) is accomplished.

The long-time video recorder 11 starts recording the input
image at the time an image-transmission start signal is
supplied to the long-time recording controller 13. The video
recorder 11 stops recording the input image upon lapse of a
predetermined period or at the time it receives a recording
stop signal from the monitor console. Thus, once the con-
troller 13 has received the signal showing that the subject
must be monitored, the signal indicating that no moving
objects are found, or the signal showing that changes are
occurring in the input image, the long-time video recorder 11
keeps recording the input image until it receives the record-
ing stop signal from the monitor console.

The short-time video recarder 12 records the input image
at all times, and automatically erases the image recorded for
the previous ten minutes. This can be achieved by the use of
an video tape which is long enough to record image data for
about a ten minute period, or by the use to two recording
units. In the first case, the video tape long enough to record
image data for about a ten minute period is mn continuously,
so that new image data is over written on the old image data.
In the second case, the first recorder unit starts recording
image data when the second recorder unit finishes recording
the input image for about ten minutes, and the second
recorder unit erases the recorded data while the first recorder
unit is recording image data.

Upon receipt of the signal showing that the subject must
be monitored and the signal indicating that no moving
objects are found, the short-time recording controller 14
causes the short-time video recorder 12 to supply the image
data recorded for the last ten minutes or so, to the long-time
video recorder 11. In this case, the long-time video recorder
11 records that image data.

According to the invention, only one video recorder can
be used to record, in time-division fashion, the image data
items output by the two video cameras 3la and 31b.
Alternatively, two video recorders can be used to record the
image data items supplied from the two video cameras 3la
and 31b, respectively.

Moreover, a data item showing the image-recording time
and a data item showing the results of image-processing can
be recorded as attribute data items on the video tape,
together with the image data.

It is desirable that the physician should obtain the sub-
ject’s consent before reproducing the subject’s image from
the recorded video tape. The replay-agreement judging
section 16 determines whether or not the subject agrees that
the image should be reproduced from the tape. The physi-
cian turns on this section 19 when he or she wishes to get the
recorded image reproduced. Then, the section 16 gives an
aural, visual or tactual message to the subject, asking
whether or not the subject agrees on the reproduction of his
or her recorded image. The data-processing/control section
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4 detects the the approval or disapproval the subject makes,
and transmits the data representing the approval or disap-
proval to the replay-agreement judging section 16. From this
data does the section 16 determine the subject’s agreement
or disagreement as to the reproduction of his or her recorded
image. Needless to say, the physician can directly ask the
subject, either over the telephone or by means of the
microphone-speaker system, whether or not the subject
agrees on the reproduction of the recorded image. If the
subject’s consent to the reproduction of recorded image has
already been obtained before the transmission of the image
data to the monitor section 2, the replay-agreement judging
section 16 need not be operated at all.

1t is also desirable that the subject’s image be reproduced
from the tape and be displayed on the CRT screen on the
robot 5, not on any CRT screen on the monitor console, so
that only the subject can see the reproduced his or her own
image. In this case, only if the subject agrees that the image
is reproduced and displayed on the CRT screen of the
monitor console, the physician can examine the image
reproduced from the recorded video tape.

As can be understood from FIG. 4, the robot’s nose is the
zoom-lens cylinder of the video camera is built in the robot’s
head. Three drive mechanisms 5a, Sb and Sc are incorpo-
rated in the neck of the robot 5. The mechanism Sa turns the
robot’s head to the left and the right. The mechanism 5b
bends the robot’s head forward and backward. The mecha-
nism 5S¢ moves the robot’s head up and down. Another drive
mechanism is incorporated in the trunk of the robot 5. When
this mechanism is actuated, the robot 5 moves in any
direction on the floor.

The drive mechanisms incorporated in the robot 5 are
remote-controlled by operating the monitor console of the
monitor section 2. Thus, under the control of the monitor
section 2, the robot 5 is moved to a desired position with
respect to the subject, and its head is turned, bent and
vertically moved until its nose (i.e., the zoom-lens cylinder)
is directed to the subject’s face. When the subject walks in
the sickroom, the robot’s head is moved, thus tracking the
subject so that the subject’s image remains in the view field
of the video camera.

Since the greater part of the video camera is concealed in
the robot’s head, the subject is less conscious of being
monitored than in the case where the camera is exposed in
its entirety. Hence, the robot § is friendly to the subject, not
only because it can talk due to the use of the speech
recognizer and the speech synthesizer.

As has been explained, whenever the subject does not
move or bears strange facial expression, it is found neces-
sary to monitor and examine the subject, and the monitor
section 2 gives the subject a message asking whether or not
the subject agrees to be monitored. The robot 5 can give the
message, aural or written, like “HELLO, MR. BAUM.
HOW ARE YOU FEELING NOW?,” not only on such an
occasion, but also at long intervals, in order to cheer up the
subject, unless the subject does not want to hear or see such
repeated messages.

The robot 5 can have a langnage analyzer which analyzes
the subject’s spoken words detected by the speech
recognizer, and generates speech signals representing suit-
able verbal responses. The speech synthesizer converts these
signals into aural responses, which the subject can under-
stand. In this case, the robot § is more friendly to the subject.

The language analyzer, which is an expensive device, can
be replaced with a tape recorder having a roll of recorded
tape from which chime-in words such as “Yes,” and ‘T see”
can be reproduced whenever the speech recognizer detects a
pause in the subject’s talk.
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The CRT display on the robot § can be used as an ordinary
TV receiver. Hence, the subject can enjoy seeing any TV
program he or she likes to. Also, the telephone integrated
with the robot 8 can be connected to telephones outside the
hospital, enabling the subject to make calls to relatives and
friends and to receive calls from them. The robot § is,
therefore, more friendly and helpful than otherwise.

The robot 5 incorporates other drive mechanisms for
driving the robot’s arms and hands. Therefore, the robot 5
can serve the subject a glass of water, can help the subject
to have meal, and can hold a book for the subject.

The robot 5 shown in FIG. 4 can be replaced by a
wheelchair robot of the type shown in FIG. 27, in case the
subject is unable to walk. If the subject cannot set up by
himself or herself, the robot’s arm can be made tough
enough to help the subject rise up from the bed. Also, if
necessary, the robot’s arm can be so designed as to hold and
lift the subject off the bed.

The robot 5 is connected to the local station in the sick
room. It can be disconnected from the local station so that
it can walk more freely in the sick room, by remote control.
The physician in the monitor room can indeed remote-
control the robot § in accordance with the image sent from
the video camera 31. How ever, this image alone is insuf-
ficient for the physician to know the position the robot 5
assumes with respect to other objects existing in the sick-
room. To guide the robot §, preventing collision between the
robot § and any other object in the room, the physician sees
not only the image photographed by the camera 31a in the
robot §, but also the image output by the fixed video camera
315 and showing not only the robot 5 but also the other
objects. Further, by seeing the images output by both video
cameras 31a and 31b, the physician can well control the
robot 5 to move the arms and hand thereof since he or she
can perceive the position relation between the object
(possibly the subject) which the robot’s arms and hands are
to hold, on the one hand, and other objects, on the other.

To help the physician to control the robot 5§ more
accurately, the camera 31g built in the robot 5 can be
replaced by a so-called stereoscopic video camera, and the
fixed video camera 315 can also be replaced by a stereo-
scopic video camera. The 3-dimensional images output by
these cameras indicate the position relation between the
objects (including the subject) more precisely than
2-dimensional images.

The remote control and self-control of the robot § will
now be described in detail. As is shown in FIG. 28, an
infrared-ray emitting diode is mounted on the top of the
robot’s head. The robot 5 has height h unless its head is bent
forwards or backwards. The fixed video camera 31b has a
fixed position, just as its name suggests. More specifically,
the camera 315 is at level H above the floor, and its optical
axis is at angle o to the vertical line. Let us assume that an
angle 0 is defined between the optical axis of the camera and
the line passing the center of the zoom lens 315 of the
camera 315 and the infrared-ray emitting diode. Then, the
distance x from the infrared-ray emitting diode to the center
of the zoom lens as projected on the vertical plane in which
the diode exists is calculated as follows:

x=(H—h) tan (o+8) [6)]

Then, the distance y from the diode to the center of the zoom
lens as projected on the horizontal plane in which diode
exists is found by similar calculation. As a result, the
position the diode takes in that horizontal plane is deter-
mined.

Tt is desirable that the diode be located on the top of the
robot’s head and in the vertical line passing the horizontal
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axis around which the robot’s head is bend forwards or
backwards. Were the diode located off that vertical line, the
robot’s height h should change as the robot’s head is bent
forwards or backwards. If this change in the height h is
negligible, not influencing the calculation of equation (1),
the diode can be located at any position on the top of the
robot’s head.

To detect in which way the robot’s head is turned, it is
required that two or more infrared-ray emitting diodes be
arranged as is shown in FIG. 29. Namely, these diodes
should be arranged in the line which is parallel to, and exists
in the same vertical plane as, the horizontal axis around
which the robot’s head is bend forwards or backwards.

How the robot 5§ is guided to a desired position will now
be explained. First, the position of the infrared-ray emitting
diode is determined, by the calculation of equation (1). A
mark indicating the position of the diode is displayed in the
image output by the fixed video camera 31b. Then, the
physician operates the monitor console, thus displaying in
the image another mark which indicates the desired position.
Next, he or she operates the monitor console, control ling the
drive mechanism incorporated in the robot 5 and designed to
propel the robot 5, whereby the robot § starts walking. As the
robot 6 walks by remote control, the angle 8 changes. The
calculation of equation (1) is repeated at predetermined
intervals, thus determining the present position of the
infrared-ray emitting diode. The mark indicating the posi-
tion of the diode moves in the image accordingly. The
physician continues to control the robot-propelling mecha-
nism such that the mark does not touch the image of any
object in the sickroom. He or she keeps controlling the
mechanism until the mark reaches the mark representing the
desired position.

The robot § has several ultrasonic sensors on its trunk.
The ultrasonic sensors detect the distances between the robot
S and the other objects in the sick room. An alarm signal is
generated and transmitted to the monitor section 2 when any
ultrasonic sensor detects that the robot 5 is too close to any
other object. The monitor console converts this signal into a
visual or aural alarm, telling the physician to take care not
to make the robot hit the object.

Two or more fixed video camera can be installed at
different positions in the sickroom, so that the physician can
see the image of every part of the room on the CRT mounted
on the monitor console. This enables the physician to guide
the robot 5 to the desired position, maore easily and more
precisely.

The robot § can self-control as well as the physician can
guide the robot 5, determining the position of the robot 5
from the image output by the camera 31a built in the robot
5, not from the image output by the fixed video camera 31b.
In this case, it is desirable that marks are pasted on the floor
and walls of the sickroom, whereby these marks appearing
in the image output by the robot’s camera helps the physi-
cian to determine the position of the robot 5, more easily and
correctly. Alternatively, signal lines can be laid on the floor,
along the route the robot § should walk to the desired
position, so that the physician may control the robot-
propelling mechanism in accordance with the intensity of
the magnetic field the signal line is generating.

The wheelchair robot shown in FIG. 27 can have various
sensors to achieve self-control, instead of remote control.
The signals output by these sensors and the data obtained by
processing the image data output by the robot’s video
camera and representing the position of the robot § control
the drive mechanisms. Thus controlled, the drive mecha-
nisms canse the robot 5 to walk and move its arms and



5,802,494

31
hands. If this is the case, the wheelchair robot can take the
subject from room to room on the same floor.

An additional video camera can be incorporated in the
robot §, for example in the robot’s trunk, so that the
physician can see a better view of the subject’s facial
expression. This is because the camera 31a built in the
robot’s head usually is positioned higher than the subject’s
head, looking down at the subject’s face and, hence, failing
to provide a complete image of the subject’s face.

If two or more fixed video cameras are used in the
sickroom, it suffices to process the video signals output by
one of these cameras which provides the largest image of the
subject’s head, which shows the best view of the subject’s
face. As soon as the image of the subject’s head disappears
from the image output from this video camera, the video
signals output from any other camera which provides the
largest image of the head are processed. As a result, the
physician can have the best possible image of the subject’s
face displayed on the CRT screen on the monitor console.

No fixed video camera is required if the subject’s image
output by the video camera built in the robot’s head and the
data items detected by the sensors attached to the robot 5 are
sufficient for the physician to guide the robot 5 to a desired
position in the sick room. Without fixed video cameras, the
monitor system can be simple in structure.

Although the robot 5 is useful as has been described, it can
be dispensed with if a fixed video camera suffices to monitor
the subject. If no robot is employed, however, a CRT display,
a microphone, a speaker, a button switch, and the like must
be arranged near the bed. Otherwise, the subject and the
physician in the monitor room cannot communicate with
each other. It is therefore necessary to integrate these devices
into a single unit which looks like a robot. In this case, two
or more fixed video cameras are installed in the sickroom, if
necessary. Each camera should better equipped with a zoom
lens so that the subject’s image can be enlarged to enable the
physician to examine the subject’s facial expression, or the
image of the sick room can be enlarged to enables the
physician to track the subject walking in the room.

The fixed video camera 315 can be connected to the wall
or ceiling by means of a swivel, so that it can move around
to scan almost every part of the room.

Then, no additional fixed cameras are required, or only a
few additional fixed cameras are sufficient.

In the embodiment described above, the exposure condi-
tion of either video camera is changed at regular intervals in
arder to detect a moving object, if any, in the image input
from the camera. Two cameras, a fixed camera and a camera
built in the robot 5§, are sufficient since no objects in the
sickroom (including the subject) are supposed to move fast.
It should be noted that what the physician mnst examine is
slow and slight movement of the subject to determine the
subject’s condition. In most cases it suffices to change the
exposure condition of either camera at regular intervals.

Nonetheless, a plurality of video cameras can be used and
operated in different exposure conditions, scanning the same
object at the same time, so that objects moving fast, as well
as those moving slowly, can be detected. Here arises a
problem, however. Since the cameras cannot take the iden-
tical position, the images of the same object they form are
not completely identical in size and shape. To avoid this
problem, the video camera of the type shown in FIG. 30 can
be employed in the monitor system of the present invention.

As is shown in FIG. 30, the video camera comprises a lens
21, a prism system or an optical system 22, three charge-
coupled devices (CCDs) 23a, 23b and 23c, three ND filters
24a, 24b and 24c, and a diaphragm 25. The system 22 has
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two half-mirrors and two reflectors. The CCDs 23a to 23¢
are located at the output side of the prism 22. The ND filters
24a to 24c arc interposed between the prism 22 and the
CCDs 23a, 23b and 23c. The filters 24a, 24b and 24c¢ have
different transmittances, i.e., high, intermediate and
transmittances, respectively. The ND filter 244 having high
transmittance can be dispensed with.

In operation, the light from an object is applied to the lens
21. The diaphragm 25 controls the amount of light passing
through the lens 21. The light output from the lens 21 is
applied to the optical system 22. In the system 22, the first
half-mirror splits the light into two beams. The first beam is
reflected by the first reflector and applied to the CCD 23¢
through the ND filter 24¢. The second half-mirror splits the
second beam into two beams, one of which is reflected by
the second reflector and applied to the CCD 23a via the ND
filter 24a, and the other of which is applied to the CCD 23b
through the ND filter 24b.

The diaphragm 25 controls the amount of light to such a
value that the CCD 23b forms a standard-exposure image
from the beam passing through the ND filter 24b which have
the intermediate transmittance. The CCD 234 forms an
over-exposure image since it receives the beam passing
through the ND filter 24 which has high transmittance. The
CCD 23c¢ forms an under-exposure image since it receives
the beam passing through the ND filter 24c which has low
transmittance. The CCDs 23a, 23b, and 23¢ form three
images substantially at the same time, which are perfectly
identical in size and shape, though different in exposure.

The ND filters 24a, 245, and 24¢ are be monochroic ones.
Alternatively, they are a red filter, a green filter and a blue
filter, respectively. The CCDs 23a, 23b, and 23¢ form
identical images of different densities in the first case, and
three identical images of different colors.

The ND filters 24a, 24b, and 24¢ can be mounted on the
output surface of the optical system 22, instead of being
interposed between the system 22 and the CCDs 23q, 230
and 23¢. The ND filters can be dispensed with, in which case
the half-mirrors and reflectors of the optical system 22 must
have different transmittances and different reflectances.

As has just been explained, one of the two alter native
methods can be employed in the present invention to form
images of different exposures. The first method is to use a
single camera and change the exposure condition thereof in
time-division fashion. The second method is to use two or
mare photographing means and operate them under different
exposure conditions. Nevertheless, both methods can be
applied in combination, whereby the exposure condition of
cach photographing means is changed at intervals, thus
forming more images of various exposures.

As has been explained, in the monitor system of the
invention, the image data output by either video camera is
transmitted to the monitor section 2 after the subject agrees
to be monitored. In other words, the subject’s image can be
displayed in the monitor room only when the subject
approves the monitoring of his or her image. Therefore, the
monitor system neither invades the subject’s privacy nor
makes the subject conscious of being watched. Moreover, an
alarm is transmitted to from the data-processing/control
section 4 to the monitor section 2 whenever it is determined
that the subject is in critical condition, physicians is relieved
from the duty of watching the subject for a long time.

What is claimed is:

1. A patient monitoring system comprising:

patient data acquiring means, located within a hospital

sickroom where a patient exists, for acquiring patient
image data including an image of the patient, said
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patient data acquiring means an image pick-up device
for outputting the patient image data corresponding to
the image;
means for detecting facial outline of the patient on the
basis of the patient image data;

means for determining facial feature candidate regions on

the basis of at least the facial outline;

means for processing image data corresponding to each of

the facial feature candidate regions, to detect some
facial features of the patient;
means for checking a difference between a real-time facial
pattern formed of the detected facial features and a
facial pattern indicating an normal state and for detect-
ing frequent appearance of strange expressions repre-
sented by the real-time facial pattern to output critical
state information;
display means, located within a monitor room separate
from said hospital sickroom, including a display moni-
tor for displaying said image of said patient; and

data transmitting means, located within said hospital
sickroom, for transmitting said patient image data
acquired by said image pick-up device to said display
means in response to the critical state information to
permit the physician examine the medical condition of
the patient.

2. The patient monitoring system according to claim 1,
further comprising informing means, located within said
hospital sickroom, for informing said patient that transmis-
sion of said patient data to said display means via said data
transmitting means has been inhibited for time periods
during which said transmission of said patient data has been
inhibited.

3. The patient monitoring system according to claim 2,
wherein said informing means includes at least one of a
signal lamp, a sound speaker, and display means for con-
veying to said patient that transmission of said patient data

4. The patient monitoring system according to claim 1,
wherein said data transmitting means includes means for
transmitting said patient data to said display means when
said detecting means has not determined whether or not an
examination of said medical condition of said patient by a
physician is necessary within a predetermined amount of
time measured from a beginning of such a determining
operation.

5. The patient monitoring system according to claim 1,
wherein said processing means include means for detecting
a mouth, a nose, eyes and eyebrows as the facial features
from the facial feature candidate regions.

6. The patient monitoring system according to claim 5,
wherein said means checking means include means for for
comparing the detected facial pattern formed of the detected
facial features with a stable facial pattern comresponding to
a stable condition of the patient and output the critical
patient information in accordance with a difference between
the detected facial pattern and the stable facial pattern.

7. The patient monitoring system according to claim 1,
wherein said processing means comprises a plurality of local
modules for processing image data corresponding to the
facial feature candidate regions, respectively, and outputting
data representing the facial features.

8. A patient monitoring system comprising:

patient data acquiring means, located within a hospital

sickroom where a patient exists, for acquiring patient
image data including an image of said patient, said
patient data acquiring means including an image pick-
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up device for outputting the patient image data corre-
sponding to the image;

means for detecting a facial outline of the patient on the

basis of the patient image data;

means for determining facial feature candidate regions on

the basis of the facial outline;

means for processing image data corresponding to cach of

the facial feature candidate regions, to detect some
facial features of the patient;
means for checking a difference between a real-time facial
pattern formed of the detected facial features and a
facial pattern indicating an normal state and for detect-
ing frequent appearance of strange expressions repre-
sented by the real-time facial pattern to output critical
state information;
message transmitting means for transmitting a message
from said patient data acquiring means to said patient
in response to the critical state information, said mes-
sage requesting permission from said patient for an
examination of said medical condition of said patient
by a physician when said detecting means determined
that such an examination is necessary;

agreement-recognizing means, provided within said
patient data acquiring means, for detecting an agree-
ment by said patient to undergo an examination of said
medical condition of said patient by a physician;

display means, located within a monitor room separate
from said hospital sickroom, including a data receiving
means for receiving said patient data acquiring means,
and a display monitor for displaying said image of said
patient; and

data transmitting means, located within said hospital

sickroom, for transmitting said image of said patient
acquired by said patient data acquiring means to said
display means only when said detecting means deter-
mines that an examination of said medical condition of
said patient is necessary so that a physician in said
monijtor room can cxamine said medical condition of
said patient by viewing said image of said patient on
said display monitor only when said detecting means
determines that an examination of said medical condi-
tion of said patient is necessary.

9. The patient monitoring system according to claim 8,
wherein said detecting means includes means for detecting
changes in said patient’s facial expression by detecting
changes in said image of said patient over time.

10. The patient monitoring system according to claim 8,
wherein said detecting means includes means for determin-
ing whether or not it is necessary for a physician to examine
said medical condition of said patient on the basis of said
patient data acquired via said patient data acquiring means.

11. The patient monitoring system according to claim 8,
wherein said detecting means includes means for detecting
changes in said patient’s facial expression by detecting
changes in said image of said patient over time, and means
for detecting whether or not said patient agrees to undergo
an examination of said medical condition of said patient by
a physician on the basis of said changes detected in said
patient’s facial expression.

12. The patient monitoring system according to claim 8,
wherein said patient data acquiring means includes a robot
to which a first video camera is attached for photographing
said patient.

13. The patient monitoring system according to claim 12,
wherein said patient data acquiring means further includes a
second video camera for photographing said patient and said
background of said patient.
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14. The patient monitoring system according to claim 12,
wherein said patient data acquiring means further includes
electronic medical diagnosis means located in said hospital
sickroom for outputting said diagnostic data relating to said
medical condition of said patient.

15. The patient monitoring system according to claim 8,
wherein said patient data acquiring means includes a robot
which is moveable within said hospital sickroom, and
wherein said message transmitting means includes at least
one of the following:

display means attached to said robot for transmitting said
message to said patient in visual format, and speaker
means attached to said robot for transmitting said
message to said patient in aural format.

16. The patient monitoring system according to claim 8,
wherein agreement-recognizing means determines that said
patient has agreed to undergo an examination of said medi-
cal condition of said patient by a physician when said patient
has not responded to said message transmitted by said
message transmitting means within a predetermined amount
of time.

17. A patient monitoring system comprising:

patient data acquiring means, located within a hospital

sickroom where a patient exists, for acquiring patient
image data including an image of said patient, said
patient data acquiring means including an image pick-
up device for outputting the patient image data corre-
sponding to the image;

means for detecting a facial outline of the patient on the

basis of the patient image data;

means for determining facial featare candidate regions on

the basis of the facial outline;

means for processing image data corresponding to each of

the facial feature candidate regions, to detect some
facial features of the patient;

means for checking a difference between areal-time facial
pattern formed of the detected facial features and a
facial pattern indicating an normal state and for detect-
ing frequent appearance of strange expressions repre-
sented the real-time facial pattern to output critical state
information;
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message transmitting means for transmitting a message
from said patient data acquiring means to said patient
in response to the critical state information, said mes-
sage requesting permission from said patient for an
examination of said medical condition of said patient
by a physician;

response detecting means for determining said patient’s
response to said message;

display means, located within a monitor room separate
from said hospital sickroom, including a display moni-
tor for displaying said image of said patient; and data
transmitting means, located within said hospital
sickroom, for transmitting said image of said patient to
said display means only when said detecting means has
detected that said patient has agreed to undergo an
examination of said medical condition of said patient so
that a physician in said monitor room can examine said
patients medical condition by viewing said image of
said patient on said display monitor only when said
response detecting means has agreed to undergo such
an examination by said physician.

18. A method for monitoring a patient comprising the

steps of:

generating patient image data including an image of a
patient;

detecting a facial outline of the patient on the basis of the
patient image data;

determining facial feature candidate regions on the basis
of at least the facial outline;

processing irnage data corresponding to each of the facial
feature candidate regions, to detect some facial features
of the patient;

checking a difference between a real-time facial pattern
formed of the detected facial features and a facial
pattern detecting frequent appearance of strange
expressions represents the real-time facial pattern to
output critical state information;

transmitting said image of said patient to display means in
response to the critical state information to permit the
physician examine the medical condition of the patient.

* * * * %
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