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IMAGE ACQUISITION AND PROCESSING 
SYSTEMS FOR VEHICLE EQUIPMENT 

CONTROL 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application claims the bene?t under 35 U.S.C. §119 
(e) of US. Provisional Patent Application Ser. No. 60/ 629, 
108, entitled “IMPROVED IMAGE PROCESSING SYS 
TEM FOR VEHICLE EQUIPMENT CONTROL,” Which 
Was ?led Nov. 18, 2004; US. Provisional Patent Application 
Ser. No. 60/710,602, entitled “IMPROVED IMAGE ACQUI 
SITION AND PROCESSING SYSTEM FOR VEHICLE 
EQUIPMENT CONTROL,” Which Was ?led Aug. 23, 2005; 
and United States Provisional Patent Application No. 60/715, 
315 entitled “IMPROVED IMAGE PROCESSING SYS 
TEM FOR VEHICLE EQUIPMENT CONTROL AND 
VARIOUS VEHICLE EQUIPMENT CONTROL SYS 
TEMS,” Which Was ?led Sep. 8, 2005, the disclosures of 
Which are incorporated in their entirety herein by reference. 

BACKGROUND OF THE INVENTION 

It has become common to incorporate vision systems 
Within vehicles for automatic control and monitoring of vari 
ous vehicle equipment systems. The present invention pro 
vides improvements in vehicle vision system components, 
vehicle vision systems and vehicle equipment control sys 
tems employing the vision system components and vision 
systems. 

BRIEF DESCRIPTION OF THE FIGURES 

FIG. 1 depicts a plan vieW of a controlled vehicle; 
FIG. 2 depicts an exploded, perspective, vieW of an exterior 

rearvieW mirror assembly; 
FIG. 3 depicts a perspective vieW of an interior rearvieW 

mirror assembly; 
FIG. 4 depicts a sectional, pro?le, vieW of an image sensor; 
FIG. 5 depicts a sectional, pro?le, vieW of an image sensor; 
FIG. 6 depicts a block diagram of a vehicle equipment 

control system; 
FIG. 7 depicts a block diagram of a vehicle equipment 

control system; 
FIG. 8 depicts an actual image of a scene generally in front 

of a controlled vehicle; 
FIG. 9 depicts a result of extracting features from the image 

as depicted in FIG. 8; 
FIG. 10 depicts an actual image of a scene generally in 

front of a controlled vehicle; 
FIG. 11 depicts a draWing of a roadWay With lane markers; 
FIG. 12 depicts a graph of a roW of pixel data that Would 

result from an image of the draWing of FIG. 11; 
FIG. 13 depicts a graph of the ?rst derivative of one of the 

lane markers of FIG. 12; 
FIG. 14 depicts a graph of the second derivative of FIG. 13; 
FIG. 15 depicts an exploded vieW of a section of the graph 

of FIG. 14; 
FIG. 16 depicts the features identi?ed in the draWing as 

depicted in FIG. 13; 
FIG. 17 depicts a road model developed from a draWing as 

depicted in FIG. 13; 
FIG. 18 depicts a road model developed from a draWing as 

depicted in FIG. 13 With a controlled vehicle superimposed; 
and 
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2 
FIG. 19 depicts a sequence of road models developed from 

a sequence of draWings each of Which as depicted in FIG. 13 
With a controlled vehicle superimposed. 

DETAIL DESCRIPTION OF THE INVENTION 

Many vehicle equipment control systems have been pro 
posed that incorporate imaging systems and related proces 
sors. In at least one embodiment described herein a single 
imaging system is provided to facilitate multiple vehicle sys 
tem functionality. In at least one embodiment multiple imag 
ing systems are provided to individually serve multiple or 
singular applications. 

Vehicle exterior light control systems using a camera and 
image processing system have been developed and disclose in 
commonly assigned US. Pat. Nos. 5,837,994, 5,990,469, 
6,008,486, 6,130,448, 6,130,421, 6,049,171, 6,465,963, 
6,403,942, 6,587,573, 6,611,610, 6,621,616, 6,631,316 and 
US. patent application Ser. Nos. 10/208,142, 09/799,310, 
60/404,879, 60/394,583, 10/235,476, 10/783,431, 10/777, 
468, 09/800,460 and 60/590,736; the disclosures ofWhich are 
incorporated herein in their entireties by reference. In these 
systems, images are acquired of the vieW forWard a motor 
vehicle. In at least one embodiment, an image sensor is opti 
cally coupled to the interior surface of the Windshield such 
that re?ections and, or, refraction from the interior Windshield 
surface is substantially eliminated. These images are pro 
cessed to determine the presence or absence of oncoming or 
preceding vehicles and the controlled vehicles exterior lights 
are adjusted, for example by turning off the high beams, to 
prevent glare to the drivers of other vehicles. 

Moisture sensing, Windshield Wiper and HVAC controls 
are described in commonly assignedU.S. Pat. Nos. 5,923,027 
and 6,617,566 as Well as US. patent application Ser. Nos. 
09/970,728 and 60/472,017, the entire disclosures of Which 
are incorporated herein by reference. 

With reference to FIG. 1, a controlled vehicle 105 may 
comprise a variety of exterior lights, such as, headlight 
assemblies 120a, 120b, foul conditions lights 130a, 130b, 
front turn signal indicators 135a, 135b, taillight assembly 
125a, 125b, rear turn signal indicators 126a, 126b, rear emer 
gency ?ashers 127a, 127b, backup lights 140a, 1401) and 
center high mounted stop light (CHMSL) 145. 
As described in detail herein, the controlled vehicle may 

comprise at least one control system incorporating various 
components that provide shared function With other vehicle 
equipment. An example of one control system described 
herein integrates various components associated With auto 
matic control of the re?ectivity of at least one rearvieW mirror 
element and automatic control of at least one exterior light. 
Such systems 115 may comprise at least one image sensor 
Within a rearvieW mirror, an A-pillar 150a, 150b, a B-pillar 
155a, 155b, a C-pillar 160a, 160b, a CHMSL or elseWhere 
Within or upon the controlled vehicle. Images acquired, or 
portions thereof, maybe used for automatic vehicle equip 
ment control. The images, or portions thereof, may altema 
tively, or additionally, be displayed on one or more displays. 
At least one display may be covertly positioned behind a 
trans?ective, or at least partially transmissive, electro-optic 
element. A common controller may be con?gured to generate 
at least one mirror element drive signal and at least one other 
equipment control signal. 

Turning noW to FIG. 2, various components of an outside 
rearvieW mirror assembly 210 are depicted. In at least one 
embodiment, an electro-optic mirror element is provided 
comprise a ?rst substrate 220 having at least one conductive/ 
re?ective coating on an inWard facing surface secured in a 
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spaced apart relationship With a second substrate 225 having 
at least one conductive/re?ective coating on an inWard facing 
surface via a primary seal 230 to form a chamber there 
betWeen. In at least one embodiment at least a portion of the 
primary seal is left void to form at least one chamber ?ll port 
235. An electro-optic medium is enclosed in the chamber and 
the ?ll port(s) are sealingly closed via a plug material 240. 
Preferably, the plug material is a UV curable epoxy or acrylic 
material. Also shoWn is a spectral ?lter material 245 located 
near the periphery of the element. Electrical clips 250, 255 are 
preferably secured to the element, respectively, via ?rst adhe 
sive material 251, 252. The element is secured to a carrier 
plate 260 via second adhesive material 265. Electrical con 
nections from the outside rearvieW mirror to other compo 
nents of the controlled vehicle are preferably made via a 
connecter 270. The carrier is attached to an associated hous 
ing mount 276 via a positioner 280. Preferably, the housing 
mount is engaged With a housing 275 and secured via at least 
one fastener 276. Preferably the housing mount comprises a 
sWivel portion con?gured to engage a sWivel mount 277. The 
sWivel mount is preferably con?gured to engage a vehicle 
mount 278 via at least one fastener 279. Additional details of 
these components, additional components, their interconnec 
tions and operation is provided herein. 

Turning noW to FIG. 3, there is shoWn an inside rearvieW 
mirror assembly 310 as vieWed looking at the ?rst substrate 
322 With a spectral ?lter material 345 positioned betWeen the 
vieWer and a primary seal material (not shoWn). The mirror 
element is shoWn to be positioned Within a movable housing 
375 and combined With a stationary housing 377 on a mount 
ing structure 381. A ?rst indicator 386, a second indicator 
387, operator interfaces 391 and a ?rst photo sensor 396 are 
positioned in a chin portion 390 of the movable housing. A 
?rst information display 388, a second information display 
389 and a second photo sensor 397 are incorporated Within 
the assembly such that they are behind the element With 
respect to the vieWer. As described With regard to the outside 
rearvieW mirror assembly, it is preferable to have devices 388, 
389, 397 at least partially covert. 

In preferred embodiments of such systems, lights from 
other vehicles and non-vehicular objects are identi?ed by 
locating peak points of brightness in the image. Once located 
various properties of these bright points, such as the bright 
ness, color, position, Width, height, and motion are deter 
mined. The values of these parameters are analyZed using 
statistical methods to determine if the bright points corre 
spond to the headlamps or tail lamps of other vehicles, or to 
non-vehicular light sources such as signs, re?ectors, or other 
stationary lights. A signi?cant challenge in the development 
of the image processing algorithms for vehicular lighting 
control is properly classifying the peak points in the image. 
Failure to correctly identify a light source may result in glare 
to the other vehicles, or shutting off of the high beams at 
inappropriate times resulting in controlled vehicle driver dis 
satisfaction. 
The inventors have determined that the position of the 

bright point in the image is an extremely signi?cant variable 
in the classi?cation of the object. Peak points located in the 
center of the image are more likely to correspond to vehicular 
light sources While sources off to the side are more likely to 
correspond to signs or re?ectors (other factors such as color, 
brightness, and motion are preferably simultaneously consid 
ered). The inventors are also aWare from experience that the 
manufacturing of the camera and physical mounting of a 
camera in a vehicle is subject to variation. Thus the actual 
center of the image may not be knoWn With high precision. To 
alleviate these problems, factory aim calibration is preferably 
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4 
utiliZed to establish the center of the image in the vehicle 
assembly plant. Automatic continuous aim calibration is also 
utiliZed as described in the aforementioned prior art. 

While these aim methods are highly effective in establish 
ing the appropriate image center calibration, there are limita 
tions that the current invention overcomes. An apparatus 
similar to one utiliZed for headlamp aiming is preferably 
employed in the assembly plant. An illumination source is 
positioned in a predetermined position in front of each vehicle 
and at least one image is acquired. At least one image is 
analyZed to determine if the image sensor aim is acceptable. 

In at least one embodiment, the present invention improves 
aiming methods by establishing an image aim calibration 
Which occurs With every image cycle or With only a small 
number of cycles. Thus, the present invention is able to adapt 
very quickly to changes in road conditions and establish the 
position of the center of the road in the image and thus 
determine the position of identi?ed bright peaks in the image 
relative to the road. This information can be used to better 
classify the identi?ed peaks and results in improved perfor 
mance and the potential elimination of the need for factory 
aim. 

In at least one embodiment of the present invention, the 
painted road lane markers are identi?ed to locate the position 
of the road. The intersection of the left and right lane in the 
image indicates the center of the road. Lane departure Wam 
ing systems are commercially available on vehicles Which 
identify lane markers and Warn drivers Who make lane 
changes Without signaling. Some of these systems use an 
image sensor and image processing means to identify these 
lanes. The algorithms used in these systems may be used With 
an exterior light control system to identify the lanes for the 
purpose of aiming the exterior light control system rather 
than, or in addition to the lane departure Warning function. A 
separate lane departure Warning system may be equipment 
With a means to communicate the lane positions to the exte 
rior light control system for the purpose of determining the 
road position for the exterior light control system. 
A simple lane tracking algorithm is noW presented Which 

has been determined to be effective for lane identi?cation for 
the purpose described herein. For this example the imaging 
system may be con?gured as described in FIG. 4 or 5. As 
depicted in FIG. 4, the imaging system 405 comprises an 
image sensor 410 mounted to a circuit board 415. The image 
sensor is encapsulated in a material 425 to form a lens assem 
bly 430 mount. The lens assembly comprises a ?rst lens 431 
con?gured for focusing light rays 440 from a scene upon the 
image sensor. The imaging system further comprises a mask 
445 con?gured to form an aperture around the ?rst lens. The 
overall image sensor resolution is 144x176 pixels. As 
depicted in FIG. 5, the imaging system 505 comprises an 
image sensor 510 mounted to a circuit board 515 With a 
spectral ?lter material 520 disposed over approximately one 
half of the associated pixels. The image sensor is encapsu 
lated in a material 525 to form a lens assembly 530 mount. 
The lens assembly comprises a ?rst lens 531 con?gured for 
focusing light rays 540 from a scene upon the half of the 
image sensor such that the light rays pass through the spectral 
?lter material. The lens assembly comprises a second lens 
532 con?gured for focusing light rays from substantially the 
same scene onto the other half of the image sensor such that 
the light rays do not pass through the spectral ?lter material. 
The imaging system further comprises a mask 545 con?gured 
to form an aperture around the ?rst and second lenses. The 
overall image sensor resolution is 176x144 pixels. HoWever, 
the array is split in tWo halves, each of Which images substan 
tially the same scene but one half does so through a spectral 
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?lter. Each half uses a subWindoW of pixels, for example 144 
pixels Wide><50 pixels high. Preferably the un?ltered half is 
used for lane detection. The ?eld of vieW is preferably 
approximately 0.2 degrees per pixel. The lane detection algo 
rithm preferably operates on the loWer region of the image, 
for example the bottom 15 roWs and does not necessarily 
utiliZe all columns. It should be understood that the folloWing 
and subsequent examples may be applied to various image 
sensors With various resolutions and various optical con?gu 
rations. As costs of image sensors and processors decrease, it 
may be advantageous to use an image sensor With higher 
resolution and a Wider ?eld of vieW, for example 50 degrees or 
more. The Wider ?eld of vieW Will alloW a larger aim correc 
tion, better detection of vehicles around curves, and tolerance 
to a Wider range of Windshield angles. The present invention 
should not be construed as limited to any speci?c type or 
con?guration of image sensor. 

In each roW processing begins from the horizontal center 
pixel. Moving rightWards across the roW, each pixel is exam 
ined to determine if it is signi?cantly larger than the pixels 
tWo places to the right and left of the examined pixels. If so, 
it is determined that the pixel is imaging a portion of a bright 
line (i.e. the lane marker). The pixel’s coordinate is stored in 
a list of ri ght-lane coordinates and then the same process takes 
place moving left of the center pixel. If no bright pixel is 
found, then no coordinates are stored. The process repeats for 
each of the bottom 15 roWs, storing the coordinates of the 
bright lane marker pixels in a right and left lane pixel list. If a 
suf?cient number (for example at least 4) of pixels Were found 
for right or left lanes, linear regression is performed to deter 
mine the slope and intercept of a line ?tting the lane points. A 
R2 goodness of ?t value is preferably used to determine if the 
points fall nearly on a line and if so, the resulting linear 
equation is used as an indication of the lane position. 

If both left and right lanes are identi?ed With a good R2 
value, the position of the lanes and road are knoWn. The center 
point is computed as the intersection of these lines. If only one 
of the tWo lines is found, the second line can be approximated 
by knowing the relationship Which exists betWeen the slopes 
of the right and left lane. This relationship has been experi 
mentally determined using examples of data collected When 
tWo lanes are present. The slopes and intercepts of one lane 
can be seen to generally be related to the other, since road 
Widths are generally consistent. Thus a reasonable approxi 
mation of the road position can be determined from a single 
lane. Once the road center and lane positions are determined, 
the position of an identi?ed object relative to the road center 
can be used for an improved classi?cation. Additionally, the 
position of an object relative to the lane line marker can also 
be used. For example objects right of the right lane are most 
likely to be signs. 

In some cases road line markers Will not be identi?ed. This 
can be caused by a lack of paint on a rural road, snoW, salt, or 
other sources of noise Which obscure the lane or make it 
dif?cult for the described algorithm to identify the lane prop 
erly. For periods Where the lane identi?cation is intermittent, 
the center from recent prior identi?cation of lane markers can 
be used. In other cases Where lanes have not been identi?ed 
for a longer period of time, the time averaged mean center 
position can be utiliZed. The present invention provides an 
improvement over prior systems by alloWing the mean center 
to be calculated more quickly and dynamically than prior 
systems, due to fact that lanes are frequently visible. In cases 
Where left and right lanes are clearly detected, the resultant 
center is averaged With the center from other recent time 
computations. The mean center should only be computed 
When the vehicle is traveling straight, Which can be deter 
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6 
mined from a vehicle yaW sensor, a steering Wheel sensors, a 
compass, or by insuring that the detected lanes slopes are 
approximately equal in magnitude but opposite in sign, thus 
indicating straight travel. When lanes are not present, the time 
averaged value is used as the calibrated image center point. 
FIG. 8 shoWs an image from the camera of a road With lane 
markers. FIG. 9 shoWs pixels selected on the lane markers 
using the above described method. 

In another embodiment of the present invention, the road 
illumination gradient is used to determine the road position. 
As can be seen in FIG. 8, the lane lines point to the center of 
the image. In FIG. 10, an image of a snoWy road is depicted; 
there are no visible lane markers. HoWever, one can visually 
see the road and the perspective of the road narroWing to a 
center point. This center point is identi?ed in softWare by 
looking at illumination gradients. At many of the pixels in the 
loWer half of the image, there is a direction in Which the 
brightness of the pixel relative to its neighbors changes little, 
and in the perpendicular direction changes more rapidly. A 
direction dependent gradient computation ?lter is used to 
determine the magnitude and direction of this change. For 
example, the Sobel Operators: 

6.] 

Where fx‘y is the pixel grayscale value of the image pixel at 
location x,y and i,j is the current pixel location at Which the 
gradient is being computed. 
From these vectors the direction of the maximum gradient 

is computed. The direction perpendicular to this vector Will 
point toWards the center of the road. For any pixels exhibiting 
a strong gradient, the intersections of the perpendicular vec 
tors to the gradient may be computed. This average intersec 
tion indicates the center of the road. 

Formulas other than the Sobel operators may be used to 
determine gradient. It is especially useful to consider pixels 
beyond the adjacent pixels of the examined pixel. 

In at least one embodiment, the motion of detected objects 
may be considered to determine the center of the image. As 
described in some of the prior referenced commonly assigned 
patents and patent applications, the detected objects may be 
tracked over time to determine their motion vector. In general, 
objects tend to emanate from the center of the image. The 
intersection of the motion vectors of several objects examined 
over time may be used to compute the average center point of 
the image. In cases Where there are several objects this center 
point may be computed quickly. 
Any of the above methods may be combined for best 

results. Other methods knoW in the art may also be combined 
With these methods. For example, When clear lanes are 
detected they may be used to determine the road location and 
center. When there are no clear lanes but strong gradients, 
these gradients may be used. When there is no clear road 
identi?ed, the road location from recent images may be used. 
Finally, When the road had not been identi?ed for an extended 
period of time, the time averaged mean center of the image 
from prior cycles may be used. 

Classi?cation of objects may be performed using a statis 
tical analysis of collected and manually identi?ed samples of 
objects recorded When driving. The various parameters of the 
object examined may include x-position, y-position, bright 
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ness, color, Width, height, age, x-motion, and y-motion. In the 
present invention, x-position & y-position may be expressed 
as a difference from the currently identi?ed center of the 
image. The parameters are examinedusing statistical analysis 
methods, such as those in the commercially available soft 
Ware program Minitab. For example, a binary logistic regres 
sion may be used to develop an equation Which relates these 
parameters to a probability that the object is an exterior light, 
and another equation may be generated to determine the 
probability that the object is a tail lamp. 

The example data may be divided into various sub sets since 
there is not usually a linear relationship betWeen any of the 
parameters and the probability of the object being a vehicle 
light. Within a subset the relationship may be more linear. 
Objects in the center of the image may be analyZed to develop 
an equation characterizing these objects. Separate equations 
may be developed for different areas of the image. Separate 
equations may be developed for various vehicle speeds or 
various turning conditions. Turning conditions may be based 
upon yaW rate, steering Wheel sensors, compass, or derived 
from the road identi?cation. Separate regression equations 
may be developed for situations When the road center is 
clearly identi?ed from situations Where the road cannot be 
clearly identi?ed. For example, When the road is identi?ed a 
strong dependence on position may be used for classi?cation. 
When the road is not identi?ed, and the mean time-averaged 
image center location is utiliZed With a regression equation 
With less dependence on position, since the position informa 
tion is less certain. Other methods of data analysis, such as 
those described in the referenced prior art may also be used in 
conjunction With the methods of the present invention. The 
inventions described herein for identi?cation of the road may 
also be used for application other than exterior light control, 
for example lane departure Warning systems. 

Image sensors and image processing systems are increas 
ingly being employed to perform a Wide variety safety and 
convenience functions in motor vehicles. Examples of such 
functions include vision assistance, headlamp control, rain 
sensing, lane departure Warning, collision avoidance, sign 
recognition, and adaptive cruise control. In some cases, 
Where the ?elds of vieW needed for the application are similar 
or overlap, it is desirous to use a single camera to perform 
more than one of these or other functions. A single camera 
Will require less physical space and may be less expensive 
than using multiple dedicated cameras. 

While the use of a single camera to perform multiple func 
tions is initially appealing, there are several technical and 
commercial obstacles complicating this goal. Many of the 
applications listed above require a ?eld of vieW substantially 
in front of the vehicle, hoWever the requirements of the cam 
era are substantially different. A headlamp control system, 
Which identi?es the headlamps and tail lamps of oncoming 
and preceding vehicles, requires a ?eld of vieW of 30° to 50°, 
resolution of approximately 5- l 0 pixels per degree, very high 
intra-scene dynamic range (i.e. the ability to sense a Wide 
variety of light levels Within a single image), very accurate 
color measurement for point light sources, and a frame rate of 
approximately 5 frames per second. A lane departure Warning 
system requires a ?eld of vieW of approximately 25°-35°, 
resolution of greater than 5 degrees per pixel, a Wide inter 
scene dynamic range to adapt to varying daytime and night 
time light levels, and a frame rate of approximately 10 frames 
per second. A sign recognition system requires a narroWer 
?eld of vieW of vieW but a very high resolution of greater than 
20 degrees per pixel. 

To perform multiple functions the processor may have to 
process the image in very different Ways. Reading a sign, for 
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8 
instance, differs substantially in method and complexity from 
detecting headlamps or tail lamps. Some applications can 
function by analyZing a continuous stream of video images. 
Headlamp control, in contrast, requires the imager to abruptly 
change betWeen exposure times and image WindoWs. As 
described in the patents and patent applications incorporated 
by reference elseWhere herein street lamps can be distin 
guished from headlamps by detecting the AC ripple in their 
intensity. This detection requires the imager to acquire small 
WindoWs at frame rates of 480 frames per second. After the 
streetlamp analysis, full ?eld images are then acquired for the 
next cycle. 

In addition to the technical hurdles there are substantial 
commercial hurdles complicating implementation of mul 
tiple functions from one camera. An automotive manufac 
turer may prefer to use different suppliers to provide different 
functionality based upon the expertise of the individual sup 
pliers. The image processing softWare and methods devel 
oped by each supplier likely utiliZe a Wide variety of compu 
tation hardWare, each optimiZed for the particular function. 
Although it may be technically conceivable to implement 
several function on one processing platform it is likely very 
dif?cult or impractical to do so. Thus, to alloW several differ 
ent functions to be performed With a single camera it is 
necessary to provide the image data to different processing 
platforms provided for each application While preserving the 
image sensing control ?exibility needed for some of the appli 
cations to operate properly. 
The present invention provides a camera Which can be 

controlled by one or more of the image processing systems to 
alloW for a variety of image acquisition parameters While 
providing a continuous standard video stream to other appli 
cations. 
An example embodiment of the present invention is shoWn 

in FIG. 6. In this example, an image sensor 601 is controlled 
by a processor 602. Communication of image sensor control 
parameters as Well as image data occurs over communication 
bus 603, Which may be a bi-directional serial bus, parallel bus, 
a combination of both, or other suitable means. Processor 602 
serves to perform the headlamp control function by analyZing 
the images from camera 601, determining the headlamp state 
based upon these images, and communicating the determined 
headlamp state to a headlamp control module 605 thru bus 
604, Which may be a CAN bus or any other suitable commu 
nication link. 
As described in hereinabove, the headlamp control func 

tion requires the image sensor to be activated in several dif 
ferent modes With different exposure times and different 
readout WindoWs. Because of this complexity, Processor 602 
is selected to both perform the headlamp control function and 
control the parameters of the image sensor 601. Other func 
tions, such as those listed above, can receive the image data 
from image sensor 601 Without needing the direct image 
sensor control required by the headlamp control function. 
Thus, the image data from image sensor 601 can be commu 
nicated to one or more other processors (shoWn as 608, 609 & 
610) from processor 602 through and image data link 607. 
The image data link may be a MOST bus, a high-speed CAN 
bus, or any other suitable electronic data communication 
scheme. The communication can be unidirectional or bi-di 
rectional. The later case alloWs additional processors to com 
municate With processor 602 to modify the image acquisition 
parameters if required. In a preferred embodiment image data 
link 607 is implemented as described in commonly assigned 
US. Patent Application publication number 20050135465, 
the entire disclosure of Which is incorporated herein by ref 
erence. 
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While performing the headlamp control function Processor 
1 Will request images of the full ?eld of vieW at one or more 
exposure times. These images Will then be processed for the 
headlamp control function. Simultaneously With processing, 
these images Will be sent over image data link 607 to the other 
processors. Processor 602 may perform some pre-processing 
such as ?ltering, dynamic range compression, or color com 
putation on the images before transmission. In addition to the 
image data the acquisition parameters used to take the image 
may be sent in the event this information is needed by one of 
the other applications. Once the image data is received, the 
other processors may analyze the data independent of proces 
sor 602 and perform the required function. Additional images 
required solely for the headlamp control function may be 
acquired betWeen transmission of images to the other proces 
sors. 

During conditions When the headlamp control function is 
not active, such as in daytime or When disabled, Processor 
602 may still serve to acquire the images, pre-process the 
images, and transmit them to the other processors. Processor 
602 may also perform auto-exposure control to determine the 
appropriate imaging parameters for the current lighting con 
ditions. Alternatively, processor 602 may receive instructions 
from one of the other processors to adjust exposure time or 
other parameters. Occasionally the output from one function 
may be used to supplement performance of another function. 
For example, the location of road lanes detected by a lane 
departure Warning system may be used by the headlamp 
control function to alloW determination of the location of li ght 
sources relative to the road location. In this case, data other 
than image data may also be computed betWeen functions 
over image data link 607. 

In the ?rst embodiment, Processor 602 serves as a “master” 
processor and the other processors serve to receive informa 
tion from the master. In an alternative embodiment shoWn in 
FIG. 7 a dedicated image controller 704 is provided Which 
serves to control the image sensor 701 and may serve to 
perform pre-processing such as auto-exposure, dynamic 
range compression, ?ltering, or color computation. The 
image data is then transmitted over data link 707 to each of the 
processors. Processor 702 again serves to perform the head 
lamp control function but requests images from the image 
controller 704 rather than controlling the camera directly. The 
one or more additional processors 708 & 709 may also 
request speci?c image data from image controller 704 or may 
simply receive image data on a regular interval. Image con 
troller 704 manages the image requests from multiple proces 
sors While providing a regular output of image data to all 
processors. It is envisioned that image controller 704 may be 
provided integral With image sensor 701 and possibly even 
integrated monolithically on the same silicon chip as the 
image sensor. 

In both embodiments described herein the image sensor 
701 may be located on the mount of a vehicle rear-vieW 
mirror. Locating the camera on the mirror mount has several 
advantages: The mount is rigid and stationary, the mirror 
mount is typically located in the vehicle’s Windshield Wiper 
path, and the factory installation is simpli?ed as the mirror is 
already being attached. The camera may be placed separate 
from the mirror, but an additional factory installation step is 
then required. 

Regardless of the location of image sensor 701, processor 
702 (or alternatively image controller 704) may be co-located 
With image sensor 701, on the same or separate circuit boards. 
These processors may also be located in a rear-vieW mirror 
body and may serve to perform other functions such as a 
compass sensor or control of an auto-dimming rear-vieW 
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10 
mirror. These processors may also be located in a headliner, 
over-head counsel, or other suitable location in the vehicle. 

Turning noW to FIG. 11 an image of a roadWay is depicted 
including left lane line 1105, center lane line 1110 and right 
lane line 1115. In a preferred embodiment, the sensitivity of 
the associated image sensor is set such that the area Within the 
image void of lane lines results in related pixel values of 
approximately tWenty percent of the full scale value obtain 
able from the given pixels, it should be understood that the 
sensitivity may be set to result in thirty percent, forty percent, 
?fty percent or any other desired value. The most preferred 
sensitivity setting Will result in the pixels actually detecting 
lane markings having a value less than full scale (i.e. not 
Washed out). 

FIG. 12 depicts a graph of the pixel values of a represen 
tative roW of the image of FIG. 11. The left lane line 1205, the 
center lane line 1210 and the right lane line 1215 induce 
higher values in the associated pixels. It is desirable to iden 
tify the pixels in each roW of the image that correspond to the 
edges of the given lane line. In a preferred embodiment a ?rst 
derivative is taken of the values as depicted in FIG. 12; the 
result of the left lane line is depicted in FIG. 13 as ?rst 
derivative 1305. Taking the ?rst derivative of the values of 
FIG. 12 results in “thresholding out” noise associated With the 
raW pixel values. In even a more preferred embodiment a 
second derivative 1405 is calculated resulting in the graph 
depicted in FIG. 14. The second derivative reveals a positive 
to negative transition betWeen points 1406 and 1407 indica 
tive of a ?rst edge of a lane line and a negative to positive 
transition betWeen points 1409 and 1408 indicative of a sec 
ond edge of a lane line. Taking the second derivative results in 
identi?cation of the point of in?ection associated With the 
given roW of pixel values being analyzed. FIG. 15 depicts an 
exploded vieW of the positive to negative transition 1505 With 
point 1506 corresponding to a ?rst pixel and point 1507 
corresponding to a second pixel; interpolation of these values 
results in determining a precise location 1508 for an edge of 
the associated lane line. It should be understood that similar 
analysis may be performed to precisely locate each edge of 
each lane line Within the associated image. 

Turning noW to FIG. 16 a translated image is depicted to 
include a ?rst feature 1605, a second feature 1610 and a third 
feature 1615. In an ideal situation these three features Will 
correspond to the left, center and right lane lines of the origi 
nal image With associated noise removed or reduced as com 
pared to the original image pixel values. 

In a preferred embodiment, the values of FIG. 16 are trans 
posed to derive a “plan vieW” of the corresponding left line 
1705, center line 1710 and right line 1715. As depicted in 
FIG. 18 a rectangle 1820 indicative of the controlled vehicle 
is combined With a horizontal line 1825 to be used to deter 
mine Whether or not the controlled vehicle is deviating from 
the appropriate lane. If the vehicle is suppose to be traveling 
in the right lane a determination Will be made to check for 
intersection of either line 1810 or 1815 With the horizontal 
line 1825 and or rectangle 1820. If the vehicle is suppose to be 
traveling in the left lane a determination Will be made to check 
for intersection of either line 1805 or 1810 With the horizontal 
line 1825 and or rectangle 1820. If either of the associated 
lines is found to be intersecting With the horizontal line 1825 
and or rectangle 1820 an audible and or visual alarm may be 
initiated Within the controlled vehicle cabin to alert the driver 
of a lane departure. It should be understood that an appropri 
ate audible and or visual alarm device may be incorporated 
into a rearvieW assembly along With at least one correspond 
ing image sensor and or at least one processor. It should also 
be understood that an output of a given processor and or 






