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METERING RESOURCE USAGE IN A CLOUD 
COMPUTING ENVIRONMENT 

FIELD OF THE INVENTION 

[0001] This invention relates generally to Cloud computing 
environments and more speci?cally to the use of Cloud delin 
eation points to meter Cloud resource usage Within a Cloud 
computing environment When processing a Cloud service 
request. 

BACKGROUND OF THE INVENTION 

[0002] Cloud computing is a computing technology that 
uses the Internet and central remote servers to maintain data 
and applications. A Cloud provider may employ multiple 
Clouds When providing a set of services to a customer. There 
are scenarios Where it is necessary for multiple Clouds to 
inter-operate to provide an overall composite service to a 
customer. In these instances, it is imperative that a Cloud 
provider knoWs exactly What units of Work are Within its 
Cloud (and therefore responsibility), What units have been 
transferred to other Clouds (and When), and What units Were 
transferred into its Cloud (and When). 
[0003] Currently, prior art Cloud computing environments 
provide no knoWn solution for tracking the exchange of infor 
mation betWeen distinct computing Clouds. As is knoWn in 
the art, this type of inter-Cloud activity may be necessary 
When providing a service for the customer. In order to bill the 
customer accurately, the Cloud provider is required to accu 
rately track and manage usage for inter-Cloud services. 

SUMMARY OF THE INVENTION 

[0004] This disclosure describes a system and method for 
assigning and tracking inter-Cloud operational transactions 
in order to meter Cloud usage in a Cloud computing environ 
ment When processing a Cloud service request. Using this 
system, the Cloud service provider Will be able to accurately 
track and manage usage for inter-Cloud services When 
employing multiple clouds in processing a Cloud service 
request. 
[0005] A ?rst aspect of the present invention provides a 
method for metering resource usage in a Cloud computing 
environment, comprising: de?ning the physical implementa 
tion of delineation points on each of the plurality of Clouds in 
the environment; tracking each of a plurality of inter-Cloud 
operational transactions as each transaction passes through a 
delineation point entering a Cloud; tracking each of the plu 
rality of inter-Cloud operational transactions as each transac 
tion passes through a delineation point exiting a Cloud; main 
taining a transaction ledger in each of the plurality of Clouds; 
calculating an amount of time each of the plurality of opera 
tional transactions Was Within each of the plurality of Clouds; 
and storing the amount of time in the respective transaction 
ledger. 
[0006] A second aspect of the present invention provides a 
Cloud usage and accounting tool for metering resource usage 
Within a Cloud computing, comprising: a memory medium 
comprising instructions; a bus coupled to the memory 
medium; and a processor coupled to the bus that When execut 
ing the instructions causes the Cloud usage and accounting 
tool to: de?ne the physical implementation of delineation 
points on a Cloud in the environment; track each of a plurality 
of inter-Cloud operational transactions as each transaction 
passes through a delineation point entering the Cloud; track 
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each of the plurality of inter-Cloud operational transactions 
as each transaction passes through a delineation point exiting 
the Cloud; maintain a transaction ledger; calculate amount of 
time each of the plurality of operational transactions Was 
Within the Clouds; and store the amount of time in the trans 
action ledger. 
[0007] A third aspect of the present invention provides a 
computer-readable medium storing computer instructions 
Which, When executed, enables a computer system to provide 
metering resource usage Within a Cloud computing environ 
ment, the computer readable medium comprising program 
code for causing a computer system to: de?ne the physical 
implementation of delineation points on a Cloud in the envi 
ronment; track each of a plurality of inter-Cloud operational 
transactions as each transaction passes through a delineation 
point entering the Cloud; track each of the plurality of inter 
Cloud operational transactions as each transaction passes 
through a delineation point exiting the Cloud; maintain a 
transaction ledger; calculate amount of time each of the plu 
rality of operational transactions Was Within the Clouds; and 
store the amount of time in the transaction ledger. 
[0008] A fourth aspect of the present invention provides a 
method for deploying a system for metering resource usage in 
a Cloud computing environment, comprising: de?ning the 
physical implementation of delineation points on a Cloud in 
the environment; tracking each of a plurality of inter-Cloud 
operational transactions as each transaction passes through a 
delineation point entering the Cloud; tracking each of the 
plurality of inter-Cloud operational transactions as each 
transaction passes through a delineation point exiting the 
Cloud; maintain a transaction ledger; calculating an amount 
of time each of the plurality of operational transactions Was 
Within the Clouds; and storing the amount of time in the 
transaction ledger. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0009] These and other features of this invention Will be 
more readily understood from the folloWing detailed descrip 
tion of the various aspects of the invention taken in conjunc 
tion With the accompanying draWings in Which: 
[0010] FIG. 1 shoWs a Cloud system node according to the 
present invention; 
[0011] FIG. 2 shoWs a Cloud computing environment 
according to the present invention; 
[0012] FIG. 3 shoWs Cloud abstraction model layers 
according to the present invention; 
[0013] FIG. 4 shoWs an illustrative example of a Cloud 
computing environment according to one embodiment of this 
invention; 
[0014] FIG. 5 shoWs an illustrative example of a Cloud 
usage and accounting tool according to one embodiment of 
this invention; 
[0015] FIG. 6 shoWs an illustrative example of the bus 
control method; 
[0016] FIG. 7 shoWs an illustrative example of the hub/ 
spoke control method; 
[0017] FIG. 8 shoWs an illustrative example of a billing tool 
according to one embodiment of this invention; and 
[0018] FIG. 9 shoWs a How diagram of a method according 
to the present invention; 
[0019] The draWings are not necessarily to scale. The draW 
ings are merely schematic representations, not intended to 
portray speci?c parameters of the invention. The draWings are 
intended to depict only typical embodiments of the invention, 
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and therefore should not be considered as limiting the scope 
of the invention. In the drawings, like numbering represents 
like elements. 

DETAILED DESCRIPTION OF THE INVENTION 

[0020] For convenience, the Detailed Description of the 
Invention has the folloWing sections: 
[0021] I. Cloud Computing De?nitions 
[0022] II. Implementation of the Present Invention 

I. Cloud Computing De?nitions 

[0023] These de?nitions have been derived from the “Draft 
NIST Working De?nition of Cloud Computing” by Peter 
Mell and Tim Grance, dated Oct. 7, 2009, Which is cited on an 
IDS ?led hereWith, and a copy of Which is attached thereto. 
[0024] “Cloud computing” is a model for enabling conve 
nient, on-demand netWork access to a shared pool of con?g 
urable computing resources (e.g., netWorks, servers, storage, 
applications, and services) that can be rapidly provisioned 
and released With minimal management effort or service pro 
vider interaction. This Cloud model promotes availability and 
is comprised of at least ?ve characteristics, three service 
models, and four deployment models. Characteristics are as 
folloWs: 
[0025] On-demand self-service: A consumer can unilater 
ally provision computing capabilities, such as server time and 
netWork storage, as needed automatically Without requiring 
human interaction With each service’s provider. 
[0026] Broad netWork access: Capabilities are available 
over the netWork and accessed through standard mechanisms 
that promote use by heterogeneous thin or thick client plat 
forms (e.g., mobile phones, laptops, and PDAs). 
[0027] Resource pooling: The provider’s computing 
resources are pooled to serve multiple consumers using a 
multi-tenant model, With different physical and virtual 
resources dynamically assigned and reassigned according to 
consumer demand. There is a sense of location independence 
in that the customer generally has no control or knoWledge 
over the exact location of the provided resources but may be 
able to specify location at a higher level of abstraction (e.g., 
country, state, or datacenter). Examples of resources include 
storage, processing, memory, netWork bandWidth, and virtual 
machines. 
[0028] Rapid elasticity: Capabilities can be rapidly and 
elastically provisioned, in some cases automatically, to 
quickly scale out and rapidly released to quickly scale in. To 
the consumer, the capabilities available for provisioning often 
appear to be unlimited and can be purchased in any quantity 
at any time. 
[0029] Measured Service: Cloud systems automatically 
control and optimiZe resource use by leveraging a metering 
capability at some level of abstraction appropriate to the type 
of service (e.g., storage, processing, bandWidth, and active 
user accounts). Resource usage can be monitored, controlled, 
and reported providing transparency for both the provider and 
consumer of the utiliZed service. 
[0030] Service Models are as folloWs: 
[0031] Cloud SoftWare as a Service (SaaS): The capability 
provided to the consumer is to use the provider’s applications 
running on a Cloud infrastructure. The applications are acces 
sible from various client devices through a thin client inter 
face such as a Web broWser (e.g., Web-based email). The 
consumer does not manage or control the underlying Cloud 
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infrastructure including netWork, servers, operating systems, 
storage, or even individual application capabilities, With the 
possible exception of limited user-speci?c application con 
?guration settings. 
[0032] Cloud Platform as a Service (PaaS): The capability 
provided to the consumer is to deploy onto the Cloud infra 
structure consumer-created or acquired applications created 
using programming languages and tools supported by the 
provider. The consumer does not manage or control the 
underlying Cloud infrastructure including netWork, servers, 
operating systems, or storage, but has control over the 
deployed applications and possibly application hosting envi 
ronment con?gurations. 
[0033] Cloud Infrastructure as a Service (IaaS): The capa 
bility provided to the consumer is to provision processing, 
storage, netWorks, and other fundamental computing 
resources Where the consumer is able to deploy and run arbi 
trary softWare, Which can include operating systems and 
applications. The consumer does not manage or control the 
underlying Cloud infrastructure but has control over operat 
ing systems, storage, deployed applications, and possibly 
limited control of select netWorking components (e.g., host 
?reWalls). 
[0034] Deployment Models are as folloWs: 
[0035] Private Cloud: The Cloud infrastructure is operated 
solely for an organiZation. It may be managed by the organi 
Zation or a third party and may exist on premise or off 
premise. 
[0036] Community Cloud: The Cloud infrastructure is 
shared by several organizations and supports a speci?c com 
munity that has shared concerns (e.g., mission, security 
requirements, policy, and compliance considerations). It may 
be managed by the organizations or a third party and may 
exist on premise or off premise. 
[0037] Public Cloud: The Cloud infrastructure is made 
available to the general public or a large industry group and is 
oWned by an organiZation selling Cloud services. 
[0038] Hybrid Cloud: The Cloud infrastructure is a com 
position of tWo or more Clouds (private, community, or pub 
lic) that remain unique entities but are bound together by 
standardiZed or proprietary technology that enables data and 
application portability (e.g., Cloud bursting for load-balanc 
ing betWeen Clouds). 
[0039] Cloud softWare takes full advantage of the Cloud 
paradigm by being service oriented With a focus on stateless 
ness, loW coupling, modularity, and semantic interoperabil 
1ty. 

II. Implementation of the Present Invention 

[0040] Embodiments of this invention are directed to 
assigning and tracking inter-Cloud operational transactions 
Within a Cloud computing environment, such that the Cloud 
provider can accurately track and manage usage for cross 
Cloud services. In these embodiments, a Cloud usage and 
accounting tool provides the capability to meter Cloud usage 
Within a Cloud computing environment When processing a 
Cloud service request. 
[0041] Speci?cally, the Cloud usage and accounting tool 
de?nes and manages the physical implementation of delinea 
tion points (DP’s) at the infrastructure level along available 
routes betWeen computing Clouds. At the packet level, opera 
tional transactions pass these points as data makes its Way into 
a Cloud to be processed. Use of delineation points at the 
infrastructure level alloWs for tracking transactions as they 
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pass through the interface points. This information is then 
used as input to any processes that need to knoW exactly hoW 
long a unit of Work Was in the Cloud, such as metering and 
billing applications. 
[0042] Referring noW to FIG. 1, a schematic of an exem 
plary cloud computing node is shoWn. Cloud computing node 
10 is only one example of a suitable cloud computing node 
and is not intended to suggest any limitation as to the scope of 
use or functionality of the invention described herein. 
Regardless, cloud computing node 10 is capable of being 
implemented and/ or performing any of the functions set forth 
in section I above. 
[0043] In Cloud computing node 10 there is a computer 
system/server 12, Which is operational With numerous other 
general purpose or special purpose computing system envi 
ronments or con?gurations. Examples of Well-knoWn com 
puting systems, environments, and/or con?gurations that 
may be suitable for use With computer system/ server 12 
include, but are not limited to, personal computer systems, 
server computer systems, thin clients, thick clients, hand-held 
or laptop devices, multiprocessor systems, microprocessor 
based systems, set top boxes, programmable consumer elec 
tronics, netWork PCs, minicomputer systems, mainframe 
computer systems, and distributed Cloud computing environ 
ments that include any of the above systems or devices, and 
the like. 
[0044] Computer system/ server 12 may be described in the 
general context of computer system-executable instructions, 
such as program modules, being executed by a computer 
system. Generally, program modules include routines, pro 
grams, objects, components, logic, data structures, and so on 
that perform particular tasks or implement particular abstract 
data types. The exemplary computer system/ server 12 may be 
practiced in distributed Cloud computing environments 
Where tasks are performed by remote processing devices that 
are linked through a communications netWork. In a distrib 
uted Cloud computing environment, program modules may 
be located in both local and remote computer system storage 
media including memory storage devices. 
[0045] As shoWn in FIG. 1, computer system/server 12 in 
Cloud computing node 10 is shoWn in the form of a general 
purpose computing device. The components of computer sys 
tem/ server 12 may include, but are not limited to, one or more 

processors or processing units 16, a system memory 28, and 
a bus 18 that couples various system components including 
system memory 28 to processor 16. 
[0046] Bus 18 represents one or more of any of several 
types of bus structures, including a memory bus or memory 
controller, a peripheral bus, an accelerated graphics port, and 
a processor or local bus using any of a variety of bus archi 
tectures. By Way of example, and not limitation, such archi 
tectures include Industry Standard Architecture (ISA) bus, 
Micro Channel Architecture (MCA) bus, Enhanced ISA 
(EISA) bus, Video Electronics Standards Association 
(VESA) local bus, and Peripheral Component Interconnects 
(PCI) bus. 
[0047] Computer system/ server 12 typically includes a 
variety of computer system readable media. Such media may 
be any available media that is accessible by computer system/ 
server 12, and it includes both volatile and non-volatile 
media, removable and non-removable media. 
[0048] System memory 28 can include computer system 
readable media in the form of volatile memory, such as ran 
dom access memory (RAM) 30 and/or cache memory 32. 
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Computer system/ server 12 may further include other remov 
able/non-removable, volatile/non-volatile computer system 
storage media. By Way of example only, a storage system 34 
can be provided for reading from and Writing to a non-remov 
able, non-volatile magnetic media (not shoWn and typically 
called a “hard drive”). Although not shoWn a magnetic disk 
drive for reading from and Writing to a removable, non-vola 
tile magnetic disk (e.g., a “?oppy disk”), and an optical disk 
drive for reading from or Writing to a removable, non-volatile 
optical disk such as a CD-ROM, DVD-ROM or other optical 
media can be provided. In such instances, each can be con 
nected to bus 18 by one or more data media interfaces. As Will 
be further depicted and described beloW, memory 28 may 
include at least one program product having a set (e.g., at least 
one) of program modules that are con?gured to carry out the 
functions of the invention. 

[0049] Program/utility 40 having a set (at least one) of 
program modules 42 may be stored in memory 28 by Way of 
example, and not limitation, as Well as an operating system, 
one or more application programs, other program modules, 
and program data. Each of the operating system, one or more 
application programs, other program modules, and program 
data or some combination thereof, may include an implemen 
tation of a netWorking environment. Program modules 42 
generally carry out the functions and/ or methodologies of the 
invention as described herein. 

[0050] Computer system/ server 12 may also communicate 
With one or more external devices 14 such as a keyboard, a 

pointing device, a display 24, etc.; one or more devices that 
enable a user to interact With computer system/server 12; 
and/or any devices (e.g., netWork card, modem, etc.) that 
enable computer system/ server 12 to communicate With one 
or more other computing devices. Such communication can 
occur via I/O interfaces 22. Still yet, computer system/ server 
12 can communicate With one or more netWorks such as a 

local area netWork (LAN), a general Wide area netWork 
(WAN), and/or a public netWork (e.g., the Internet) via net 
Work adapter 20. As depicted, netWork adapter 20 communi 
cates With the other components of computer system/server 
12 via bus 18. It should be understood that although not 
shoWn, other hardWare and/ or softWare components could be 
used in conjunction With computer system/server 12. 
Examples, include, but are not limited to: microcode, device 
drivers, redundant processing units, external disk drive 
arrays, RAID systems, tape drives, and data archival storage 
systems, etc. 
[0051] Referring noW to FIG. 2, illustrative Cloud comput 
ing environment 50 is depicted. As shoWn, Cloud computing 
environment 50 comprises one or more Cloud computing 
nodes 10 With Which computing devices such as, for example, 
personal digital assistant (PDA) or cellular telephone 54A, 
desktop computer 54B, laptop computer 54C, and/or auto 
mobile computer system 54N communicate. This alloWs for 
infrastructure, platforms and/or softWare to be offered as 
services (as described above in Section I) from Cloud com 
puting environment 50 so as to not require each client to 
separately maintain such resources. It is understood that the 
types of computing devices 54A-N shoWn in FIG. 2 are 
intended to be illustrative only and that Cloud computing 
environment 50 can communicate With any type of comput 
eriZed device over any type of netWork and/or netWork/ad 
dressable connection (e.g., using a Web broWser). 
[0052] Referring noW to FIG. 3, a set of functional abstrac 
tion layers provided by Cloud computing environment 50 
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(FIG. 2) is shown. It should be understood in advance that the 
components, layers, and functions shoWn in FIG. 3 are 
intended to be illustrative only and the invention is not limited 
thereto. As depicted, the following layers and corresponding 
functions are provided: 

[0053] HardWare and softWare layer 60 includes hardWare 
and softWare components. Examples of hardWare compo 
nents include mainframes, in one example IBM® ZSeries® 
systems; RISC (Reduced Instruction Set Computer) architec 
ture based servers, in one example IBM pSeries® systems; 
IBM xSeries® systems; IBM BladeCenter® systems; storage 
devices; netWorks and networking components. Examples of 
softWare components include netWork application server 
softWare, in one example IBM WebSphere® application 
server softWare; and database softWare, in one example IBM 
DB2® database softWare. (IBM, ZSeries, pSeries, xSeries, 
BladeCenter, WebSphere, and DB2 are trademarks of Inter 
national Business Machines Corporation in the United States, 
other countries, or both.) 
[0054] VirtualiZation layer 62 provides an abstraction layer 
from Which the folloWing exemplary virtual entities may be 
provided: virtual servers; virtual storage; virtual netWorks, 
including virtual private netWorks; virtual applications; and 
virtual clients. 

[0055] Management layer 64 provides the exemplary func 
tions described beloW. Resource provisioning provides 
dynamic procurement of computing resources and other 
resources that are utiliZed to perform tasks Within the Cloud 
computing environment. Metering and Pricing provide cost 
tracking as resources are utiliZed Within the Cloud computing 
environment, and billing or invoicing for consumption of 
these resources. In one example, these resources may com 
prise application softWare licenses. Security provides identity 
veri?cation for users and tasks, as Well as protection for data 
and other resources. User portal provides access to the Cloud 
computing environment for both users and system adminis 
trators. Service level management provides Cloud computing 
resource allocation and management such that required ser 
vice levels are met. Service Level Agreement (SLA) planning 
and ful?llment provides pre-arrangement for, and procure 
ment of, Cloud computing resources for Which a future 
requirement is anticipated in accordance With an SLA. 

[0056] Workloads layer 66 provides functionality for 
Which the Cloud computing environment is utiliZed. 
Examples of Workloads and functions Which may be provided 
from this layer include: mapping and navigation; softWare 
development and lifecycle management; virtual classroom 
education delivery; data analytics processing; transaction 
processing; and Cloud usage and accounting. 
[0057] FIG. 4 shoWs a detailed vieW of an exemplary Cloud 
computing node 10 according to one embodiment of this 
invention in Which inter-Cloud transactions are assigned and 
tracked. A customer has a relationship With a Cloud provider. 
When a customer makes a service request to the Cloud pro 
vider, the Cloud provider may need to utiliZe multiple Clouds 
When providing the service to the customer. The customer 
only recogniZes and expects to deal With the primary pro 
vider, but in the background other Clouds are utiliZed. The 
Cloud provider is required to accurately track and manage 
customer’s usage for the cross-Cloud services. When manag 
ing a service that spans multiple Clouds, close attention to 
Which Clouds are running What (and at What time) need to be 
understood. 
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[0058] An exemplary Cloud computing environment 100 is 
shoWn in FIG. 4. In this environment, each Cloud is a system 
unto itself. The infrastructure discussed beloW applies to each 
Cloud in the environment. Prior to receiving any service 
requests, logical interface points on each Cloud’s physical 
netWork infrastructure are identi?ed as alloWable points of 
entry/exit for the Cloud to accurately track the inter-Cloud 
transactions required When ful?lling a service request. These 
entry/exit, or delineation, points may be in the form of a 
‘netWork’ type barrier, such as a ?reWall or other logging 
computer that manages the points. 
[0059] After the infrastructure is in place for each Cloud, 
customer makes a service request from Cloud A 104. From 
the customer’s point of vieW, the completed service comes 
from only CloudA 104. In reality, CloudA 104 determines it 
needs services from Cloud B 106 in order to accommodate 
customer’s request. Additionally, While in Cloud B 106, 
Cloud B 106 determines it needs to interact With Cloud C 108. 
Utilizing the delineation points de?ned for each Cloud, the 
processing How is controlled and tracked, as discussed in 
more detail beloW. 

[0060] FIG. 4 depicts Clouds, delineation points, and 
routes betWeen Clouds in an exemplary Cloud computing 
environment. The number of Clouds, delineation points, and 
routes shoWn in FIG. 4 are only for illustration purposes and 
those skilled in the art Will recogniZe that there may be more 
or feWer Clouds, delineation points, and/ or routes de?ned in 
a typical Cloud computing environment. 

[0061] FIG. 5 shoWs a more detailed vieW of usage and 
accounting mechanism of Workloads layer 66 shoWn in FIG. 
3 needed to control and track the processing ?oW. Cloud 
usage and accounting tool 150 comprises a route manage 
ment component 152 con?gured to manage routing of traf?c 
into and out of the Cloud in order to accurately account for 
processing ?oWs. To accomplish this, route management 
component 152 de?nes and manages the alloWable delinea 
tion points of the Cloud. Once the delineation points are 
assigned, route management component 152 is further con 
?gured to block all other available routes to ensure that all 
traf?c passes through a delineation point as it enters and exits 
the Cloud. 

[0062] Information relating to location of delineation 
points, as Well as available and blocked routes is stored in 
routes registry 154. Given the dynamic nature of Cloud infra 
structures, it is possible that the physical or logical compo 
nents that support a DP can change autonomically. Therefore, 
route management component 152 is further con?gured to 
monitor the state of each DP to ensure the accuracy of routes 
registry 154. 
[0063] Referring back to FIG. 4, DP 110 is de?ned for 
CloudA 104. DP’s 112,114 are de?ned for Cloud B 106. DP 
116 is de?ned for Cloud C 108. RouteA 118 is the only route 
betWeen Cloud A 104 and Cloud B 106. Route B 120 is the 
available route betWeen the Cloud B 106 and Cloud C 108. 
Route C 122 is blocked. Data relating to a Cloud’s delineation 
points and routes is stored in the Cloud’s routes registry 154. 

[0064] Customer 102 initiates a service request from Cloud 
A 104. Cloud A determines that there is a need to utiliZe the 
services of Cloud B 106 and a netWork transfer of a Work unit 
(WU), or operational transaction, along route A 118 is uti 
liZed. As used herein, a WU is de?ned as the routing data and 
other data necessary for the target Cloud to perform the 
needed service(s). Additionally, WU is tagged With customer 



US 2011/0138034 A1 

number, service request number and Work unit number. Units 
of Work are transferred in one or more data packets along 
network routes. 

[0065] Cloud usage and accounting tool 150 further com 
prises DP interface component 156 con?gured to alloW a 
delineation point to receive WU packets. DP interface com 
ponent 156 of Cloud B 106 is con?gured to perform a hand 
shake to receive the WU packets from Cloud A 104. In one 
embodiment, DP interface component 156 is further con?g 
ured to acknowledge receipt of WU packets to sending Cloud. 
DP interface component 156 of Cloud B 106 updates the 
routing data of the WU packets With the time WU packets 
Were received by Cloud B 106. 
[0066] Work?oW control component 158 is a control 
mechanism con?gured to ‘handover’ control betWeen DP’s 
and their associated Clouds. Also, Work?oW control compo 
nent 158 controls the processing Work?oW. In one embodi 
ment, the delineation point operates ‘internally’ With each 
Work?oW control component 158 communicating and detail 
ing the Cloud services that are provided. Based on the 
resources needed, Work?oW control component 158 reads 
services registry 160 to determine Where to route the Work 
How. In this embodiment, services registry 160 must be main 
tained on each Cloud. Services registry 160 contains infor 
mation relating to the availability and resource data of each 
Cloud residing in the Cloud computing environment. 
[0067] In another embodiment, the originating Cloud con 
trols Work?oW using expanded token passing algorithms. In 
this embodiment, once a Cloud has completes or exhausts its 
oWn Cloud resource, the token passes (i.e., control) to the next 
Cloud. Each token contains routing information and details of 
Which Clouds have been used to provide the service. Using 
the token passing method, Work unit packets are passed along 
With the token. TWo different token passing algorithms can be 
used, as discussed beloW. 
[0068] In FIG. 6, the token is passed betWeen Clouds using 
a bus control method. As each Cloud passes the token, the 
receiving Cloud takes control and completes the necessary 
Work then hands over control to the next Cloud, and so on 
until the service request is completed. In the example of FIG. 
6, Cloud A 104 determines it needs services from Cloud B 
106 and Cloud C 108. Using the bus control method, DP 110 
ofCloudA passes control to DP 112 ofCloud B 106 through 
change in token. DP 112 assumes control and acknoWledges 
receipt of token to DP 110. Cloud B 106 completes required 
Work. DP 114 of Cloud B 106 passes control to DP 116 of 
Cloud C 108 through change in token. DP 108 assumes con 
trol and acknoWledges receipt of token to DP 114. Cloud C 
108 completes required Work. DP 126 of Cloud C 108 passes 
control to DP 124 of Cloud A 104 through change in token. 
Route D 128 is a blocked route. DP 124 assumes control and 
acknoWledges receipt of token to DP 126. CloudA 104 com 
pletes required Work thereby ful?lling customer’s service 
request. 
[0069] In FIG. 7, tokens are passed betWeen Clouds using a 
hub/ spoke method With the originating Cloud acting as the 
hub. As each Cloud passes the token, the receiving Cloud 
(spoke) takes control and completes the necessary Work then 
hands over control back to the originating Cloud (hub). This 
continues until the service request is completed. In the 
example of FIG. 7, CloudA 104 determines it needs services 
from Cloud B 106 and Cloud C 108. Using the hub/spoke 
control method, DP 110 of CloudA passes control to DP 112 
of Cloud B 106 through change in token. Cloud B 106 com 
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pletes required Work. DP 112 of Cloud B 106 passes control 
back to DP 110 of CloudA 104 through change in token. DP 
124 of Cloud A passes control to DP 126 of Cloud C 108 
through change in token. Cloud C completes required Work. 
DP 126 ofCloud C passes control back to DP 124 ofCloudA 
104. CloudA 104 completes required Work thereby ful?lling 
customer’s service request. 
[0070] In each method, each token consists of more than 
oWnership details. The token may also contain ‘higher level’ 
control details such as service level response time. Typical 
token passing algorithms could be used using typical trans 
port or session layer attributes to control the environment. 
[0071] Once the Work unit packets are in the Cloud, the 
Cloud is able to complete the needed services or determine it 
requires resources from another Cloud. After completing this 
Work, Work?oW control component 158 then controls the 
handover from the Cloud to the DP. DP interface point 
receives the Work unit packets, updates the routing data in the 
packets, and transfers the packets along an available route. 
[0072] As WU packets exit the Cloud, tracking component 
162 is con?gured to update Cloud transaction ledger 164. 
Transaction component captures the accounting for Work unit 
?oWs by reading data from Work unit packets. Transaction 
ledger 164 includes Cloud consumer, Cloud provider, service 
request number, Work unit number, Work unit usage (time 
spent in the Cloud), and status information (open, complete or 
error). An example is shoWn beloW. 

Transaction Ledger 164: 

[0073] 

Cloud Cloud Service Work Work Unit 
Customer Provider Request # Unit # Usage Status 

Consumer ACME 133 223 53 Complete 

[0074] In another embodiment of this invention, billing tool 
180 is used as to calculate fees When providing services to 
customers. Billing tool 180 resides either on one of the 
Clouds in the Cloud computing environment, typically the 
originating Cloud, or outside of the Clouds in the environ 
ment. As shoWn in FIG. 8, billing tool 180 includes transac 
tion component 182 con?gured to read data from each trans 
action ledger 164 in the Cloud computing environment. 
Billing tool 180 also includes terms component 184 con?g 
ured to read Cloud terms data 186 for each Cloud in the Cloud 
computing environment. Billing tool 180 uses data from each 
transaction ledger 164 and terms data for each Cloud to cal 
culate customer fees. 

[0075] In this embodiment, the Cloud provider or a third 
party service provider could offer this charging service by 
performing the functionalities described herein on a subscrip 
tion and/or fee basis. In this case, the Cloud provider or the 
third party service provider can create, deploy, maintain, sup 
port, etc., transaction tool that performs the processes 
described beloW. In return, the Cloud provider or the third 
party service provider can receive payment from the Cloud 
customers requesting services. 
[0076] FIG. 9 depicts the methodologies disclosed herein. 
According to one embodiment, in step S1, Cloud usage and 
accounting tool 150 assigns alloWable entry/exit points for 
the Cloud. In S2, a Work unit passes through netWorking 
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equipment associated with a DP. In S3, routing information in 
WU packets is updated. In S4, routing data is read and it is 
noted that WU has crossed a DP. In S5, WU leaves the DP and 
either enters or exits the Cloud. In S6, when the WU exits the 
Cloud, the transaction ledger 164 is updated with information 
ascertained from tracking the WU. 
[0077] The ?owchart of FIG. 9 illustrates the architecture, 
functionality, and operation of possible implementations of 
systems, methods and computer program products according 
to various embodiments of the present invention. In this 
regard, each block in the ?owchart may represent a module, 
segment, or portion of code, which comprises one or more 
executable instructions for implementing the speci?ed logi 
cal function(s). It should also be noted that, in some alterna 
tive implementations, the functions noted in the blocks may 
occur out of the order noted in the ?gures. For example, two 
blocks shown in succession may, in fact, be executed substan 
tially concurrently. It will also be noted that each block of 
?owchart illustration can be implemented by special purpose 
hardware-based systems that perform the speci?ed functions 
or acts, or combinations of special purpose hardware and 
computer instructions. 
[0078] While shown and described herein as a solution for 
metering Cloud usage within a Cloud computing environ 
ment when processing a Cloud service request, it is under 
stood that the invention further provides various alternative 
embodiments. For example, in one embodiment, the inven 
tion provides a computer-readable/useable medium that 
includes computer program code to enable a computer infra 
structure to provide metering Cloud usage functionality as 
discussed herein. To this extent, the computer-readable/use 
able medium includes program code that implements each of 
the various processes of the invention. It is understood that the 
terms computer-readable medium or computer-useable 
medium comprises one or more of any type of physical 
embodiment of the program code. In particular, the computer 
readable/useable medium can comprise program code 
embodied on one or more portable storage articles of manu 

facture (e.g., a compact disc, a magnetic disk, a tape, etc.), on 
one or more data storage portions of a computing device, such 
as memory 28 (FIG. 1) and/or storage system 34 (FIG. 1) 
(e.g., a ?xed disk, a read-only memory, a random access 
memory, a cache memory, etc.), and/or as a data signal (e.g., 
a propagated signal) traveling over a network (e.g., during a 
wired/wireless electronic distribution of the program code). 
[0079] In another embodiment, the invention provides a 
method that performs the process of the invention on a sub 
scription, advertising, and/or fee basis. That is, a service 
provider, such as a Solution Integrator, could offer to provide 
query protection and/or masking functionality. In this case, 
the service provider can create, maintain, support, etc., a 
computer infrastructure, such as computer system 102 (FIG. 
1) that performs the process of the invention for one or more 
customers. In return, the service provider can receive pay 
ment from the customer(s) under a subscription and/or fee 
agreement and/or the service provider can receive payment 
from the sale of advertising content to one or more third 
parties. 
[0080] In still another embodiment, the invention provides 
a computer-implemented method for providing metering 
Cloud usage within a Cloud computing environment when 
processing a Cloud service request functionality. In this case, 
a computer infrastructure, such as computer system 102 (FIG. 
1), can be provided and one or more systems for performing 
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the process of the invention can be obtained (e.g., created, 
purchased, used, modi?ed, etc.) and deployed to the com 
puter infrastructure. To this extent, the deployment of a sys 
tem can comprise one or more of: (1) installing program code 
on a computing device, such as computer system 102 (FIG. 
1), from a computer-readable medium; (2) adding one or 
more computing devices to the computer infrastructure; and 
(3) incorporating and/ or modifying one or more existing sys 
tems of the computer infrastructure to enable the computer 
infrastructure to perform the process of the invention. 
[0081] As used herein, it is understood that the terms “pro 
gram code” and “computer program code” are synonymous 
and mean any expression, in any language, code or notation, 
of a set of instructions intended to cause a computing device 
having an information processing capability to perform a 
particular function either directly or after either or both of the 
following: (a) conversion to another language, code or nota 
tion; and/or (b) reproduction in a different material form. To 
this extent, program code can be embodied as one or more of: 
an application/ software program, component software/ a 
library of functions, an operating system, a basic device sys 
tem/driver for a particular computing device, and the like. 
[0082] A data processing system suitable for storing and/or 
executing program code can be provided hereunder and can 
include at least one processor communicatively coupled, 
directly or indirectly, to memory element(s) through a system 
bus. The memory elements can include, but are not limited to, 
local memory employed during actual execution of the pro 
gram code, bulk storage, and cache memories that provide 
temporary storage of at least some program code in order to 
reduce the number of times code must be retrieved from bulk 
storage during execution. Input/ output or device devices (in 
cluding, but not limited to, keyboards, displays, pointing 
devices, etc.) can be coupled to the system either directly or 
through intervening device controllers. 
[0083] Network adapters also may be coupled to the system 
to enable the data processing system to become coupled to 
other data processing systems, remote printers, storage 
devices, and/ or the like, through any combination of interven 
ing private or public networks. Illustrative network adapters 
include, but are not limited to, modems, cable modems, and 
Ethernet cards. 
[0084] The foregoing description of various aspects of the 
invention has been presented for purposes of illustration and 
description. It is not intended to be exhaustive or to limit the 
invention to the precise form disclosed and, obviously, many 
modi?cations and variations are possible. Such modi?cations 
and variations that may be apparent to a person skilled in the 
art are intended to be included within the scope of the inven 
tion as de?ned by the accompanying claims. 

What is claimed is: 
1. A method for metering usage of a plurality of cloud 

resources in a cloud computing environment when processing 
a cloud service request, comprising: 

de?ning the physical implementation of delineation points 
on each of the plurality of clouds in the environment; 

tracking each of a plurality of inter-cloud operational trans 
actions as each transaction passes through a delineation 
point entering a cloud; 

tracking each of the plurality of inter-cloud operational 
transactions as each transaction passes through a delin 
eation point exiting a cloud; 

maintaining a transaction ledger in each of the plurality of 
clouds; 



US 2011/0138034 A1 

calculating an amount of time each of the plurality of 
operational transactions Was Within each of the plurality 
of clouds; and 

storing the amount of time in the respective transaction 
ledger. 

2. The method according to claim 1 further comprising: 
accessing a routes registry in each of the plurality of 

clouds, the registry containing information on the state 
of each delineation point of the respective cloud; and 

monitoring the state of each delineation point of each of the 
plurality of clouds; When the state of at least one delin 
eation point changes, updating the respective routes reg 
istry. 

3. The method according to claim 1 further comprising: 
blocking routes into each of the plurality of clouds not 

having at least one delineation point; and 
storing blocked routes data in the respective routes registry. 
4. The method according to claim 1 further comprising 

accessing a services registry in each of the plurality of clouds, 
the registry containing availability and resources of each of 
the plurality of clouds. 

5. The method according to method according to claim 4 
further comprising: 

accessing availability and resources data from services 
registry; 

accessing routing data from routes registry; and 
routing the operational transaction along an available route 

based on the data. 
6. The method according to claim 5 further maintaining a 

cloud terms registry, the registry containing usage rates for 
each of the plurality of clouds. 

7. The method according to claim 6 further comprising: 
accessing cloud usage fee rates from cloud terms registry; 
accessing time Within each cloud from transaction ledger 

of each of the plurality of clouds for all transactions 
associated With a service request; and 

calculating a cloud usage fee for processing the service 
request using data. 

8. A Cloud usage and accounting tool for metering cloud 
resource usage in a Cloud computing environment, compris 
ing: 

a memory medium comprising instructions; 
a bus coupled to the memory medium; and 
a processor coupled to the bus that When executing the 

instructions causes the Cloud usage and accounting tool 
to: 

de?ne the physical implementation of delineation points 
of a cloud in the environment; 

track each of a plurality of inter-cloud operational trans 
actions as each transaction passes through a delinea 
tion point entering the cloud; 

track each of a plurality of inter-cloud operational trans 
actions as each transaction passes through a delinea 
tion point exiting the cloud; 

maintain a transaction ledger in the cloud; 
calculate amount of time each of the plurality of opera 

tional transactions Was Within the cloud; and 
store the amount of time in the transaction ledger. 

9. The Cloud usage and accounting tool according to claim 
8 being further caused to maintain a routes registry in the 
cloud, the registry containing information on the state of each 
delineation point of the cloud; and monitor the state of each 
delineation point of the cloud; When the state of at least one 
delineation point changes, update the routes registry. 

Jun. 9, 2011 

10. The Cloud usage and accounting tool according to 
claim 8 being further caused to block routes into the cloud not 
containing at least one delineation point; and store informa 
tion relating to blocked routes in the routes registry. 

11. The cloudusage and accounting tool according to claim 
8 being further caused to access a services registry, the reg 
istry containing availability and resources of each of the plu 
rality of clouds. 

12. The cloudusage and accounting tool according to claim 
11 being further caused to access availability and resources 
data from services registry; access routing data from routes 
registry; and route operational transaction along an available 
route based on the data. 

13. The cloudusage and accounting tool according to claim 
12 being further caused to access cloud terms registry, the 
registry containing usage rates for the cloud. 

14. The cloudusage and accounting tool according to claim 
13 being further caused to access cloud usage fee rates from 
cloud terms registry; access time Within the cloud from the 
transaction ledger of the cloud; and calculate a cloud usage 
fee based on the data. 

15. A computer-readable medium storing computer 
instructions, Which When executed, enables a computer sys 
tem to meter usage of a plurality of cloud resources in a cloud 
computing environment When processing a cloud service 
request, comprising: 

de?ne the physical implementation of delineation points of 
a cloud in the environment; 

track each of a plurality of inter-cloud operational transac 
tions as each transaction passes through a delineation 
point entering the cloud; 

track each of a plurality of inter-cloud operational transac 
tions as each transaction passes through a delineation 
point exiting the cloud; 

maintain a transaction ledger in the cloud; 
calculate amount of time each of the plurality of opera 

tional transactions Was Within the cloud; and 

store the amount of time in the transaction ledger. 

16. The computer readable medium containing the pro 
gram product of claim 15, the computer readable medium 
further comprising program code for causing the computer 
system to maintain a routes registry, the registry containing 
information on the state of each delineation point of the cloud; 
and monitor the state of each delineation point of each of the 
plurality of clouds; When the state of at least one delineation 
point changes, updating the respective routes registry. 

17. The computer readable medium containing the pro 
gram product of claim 15, the computer readable medium 
further comprising program code for causing the computer 
system to block routes into the cloud not containing at least 
one delineation point; and store information relating to 
blocked routes in the routes registry. 

18. The computer readable medium containing the pro 
gram product of claim 15, the computer readable medium 
further comprising program code for causing the computer 
system to maintain a services registry, the registry containing 
information relating to the availability and resources of each 
of the plurality of clouds. 

19. The computer readable medium containing the pro 
gram product of claim 18, the computer readable medium 
further comprising program code for causing the computer 
system to access availability and resources data from services 
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registry; access routing data from routes registry; and routing 
the operational transaction along an available route based on 
the data. 

20. The computer readable medium containing the pro 
gram product of claim 19, the computer readable medium 
further comprising program code for causing the computer 
system to maintain a cloud terms registry, the registry con 
taining usage rates for the cloud. 

21. The computer readable medium containing the pro 
gram product of claim 20, the computer readable medium 
further comprising program code for causing the computer 
system to access cloud usage rates from cloud terms registry; 
access time Within the cloud from transaction ledger; and 
calculate a cloud usage fee based on the data. 

22. A method for deploying a system for metering cloud 
resource usage in a Cloud computing environment, compris 
1ng: 
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providing a computer infrastructure being operable to: 
de?ne the physical implementation of delineation points 

on a cloud in the environment; 

track each of a plurality of inter-cloud operational trans 
actions as each transaction passes through a delinea 
tion point entering the cloud; 

track each of the plurality of inter-cloud operational 
transactions as each transaction passes through a 
delineation point exiting the cloud; 

maintain a transaction ledger; 

calculate amount of time each of the plurality of opera 
tional transactions Was Within the cloud; and 

store the amount of time in the transaction ledger. 

* * * * * 
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