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[57] ABSTRACT 
A machine vision system for detecting and recognizing 
objects. The system includes a camera which forms 
three different images of the object using different por 
tions of the electromagnetic spectrum and uses these 
different images depending on the time of day and 
weather conditions. The machine vision system also 
enables an operator to select zones within the camera’s 
?eld of view than may be of any size or shape. The 
machine vision system only detects objects in the speci 
?ed zones. The vision system provides signals to a traf 
?c light controller to provide vehicle or object presence 
indications for traffic signal sequencing purposes. The 
vision system can simply detect an object or optionally 
can pattern match for specific objects. 

31 Claims, 8 Drawing Sheets 
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TRAFFIC SURVEILLANCE SYSTEM 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a machine vision 

system for detecting and recognizing objects, and more 
particularly to a machine vision system that is prefera 
bly used in traf?c surveillance which enables an opera 
tor to select variably sized zones to be monitored and 
can detect vehicles at night and in all weather condi 
tions. 

2. Description of the Prior Art 
Advanced traf?c surveillance and control continues 

to be a major area of research. One principal area of 
research in traf?c surveillance is that of vehicle detec 
tion. Classically, inductive loops located at strategic 
locations in the roadway have been used for vehicle 
detection. However, there are numerous problems with 
inductive loops, including sensitivity and the need to 
install them in the roadway, which are well known. In 
one manner improvement over loops, video cameras 
have been used as a more viable way to achieve vehicle 
detection. However, systems which employ video cam 
eras generally require a human operator to interpret the 
images generated by the camera and are therefore unde 
sirable because of the staf?ng and communication costs. 
An alternative way to interpret video images that has 

recently been developed is through image processing or 
“machine vision.” This technique uses a computer and 
software to analyze the roadway images the informa 
tion needed for traf?c surveillance and control. In spite 
of major efforts to develop a machine vision system for 
traf?c surveillance and control, a workable device hav 
ing the capabilities and performance required for practi 
cal applications has been elusive. The principal prob 
lems that have been encountered with machine vision 
systems for traffic surveillance have been (1) reliable 
operation under various weather and traf?c conditions, 
(2) the arbitrary placement of multiple detection points 
in any con?guration anywhere within the camera’s ?eld 
of vision, (3) automatic adaptation to a wide variety of 
roadway backgrounds, and (4) distinguishing between 
various objects such as cars, trucks, pedestrians or other 
objects. 
As mentioned above, a problem that has been en 

countered in traffic monitoring and surveillance sys 
tems is the operability of the system under various 
weather and traf?c conditions and at night. Many de 
tection systems that use standard video cameras en 
counter problems when weather conditions become 
onerous and vision is blurred or at night when vision is 
reduced. Therefore, a traf?c monitoring system is de 
sired which can operate under all weather and traf?c 
conditions. 
One traf?c surveillance system that has recently been 

developed employs machine vision for traffic detection, 
surveillance and control. This system is referred to as 
AutoScope and was developed at the University of 
Minnesota. The AutoScope vehicle detection system 
can detect traffic in a number of horizontal zones within 
the camera’s ?eld of view. An operator can specify 
these zones using interactive graphics by placing verti 
cal detection lines along or across the roadway lanes on 
a television monitor displaying the traffic scene. The 
detection lines are placed vertically the television moni 
tor showing the representation of the roadway lanes. 
Once the detection lines have been set, the monitor can 
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2 
be removed from the system. Thereafter, every time a 
car crosses these detection lines, a detection signal is 
generated by the AutoScope device. 

This method of determining locations or zone within 
the camera’s ?eld of view is somewhat inflexible be 
cause the zones are limited to the full vertical height of 
the camera’s ?eld of vision. As a result, the selected 
zones in this system generally contain a much larger 
area than is actually needed to detect a vehicle or object 
within the zone. The unnecessarily large zones required 
in this system increase the amount of image processing 
required. Also, this limitation in zone selection limits 
the number of positions in which the camera may be 
situated. 
The AutoScope system works such that every time a 

car crosses the one of the selected zones, a detection 
signal is generated by the device. This detection signal 
is similar to that produced by the standard loop detec 
tors. Therefore, the AutoScope system detects the pres 
ence or passage of an object through one of its zones. 
The AutoScope system does not distinguish between 
automobiles, trucks, pedestrians, or other objects that 
pass through its zone. However, in many instances it is 
desirable to record the number and types of vehicles 
whichpass through a given intersection. Therefore, it is 
desirable for a traffic surveillance system to be able to 
recognize objects that pass through its various zones. 

In addition, many of the proposed traf?c surveillance 
systems are somewhat large and bulky and therefore are 
inconvenient to set up. Therefore, it is desirable for a 
machine vision system to be incorporated into a single, 
self-contained apparatus to provide for convenience 
and ease of use. 

SUMMARY OF THE INVENTION 

The present invention comprises a machine vision 
system for detecting and/or recognizing objects. The 
machine vision system is preferably used in traf?c sur 
veillance according to the preferred embodiment of the 
present invention, but the use of the present invention 
includes an improved method which enables it to detect 
objects during either daytime or nighttime and also 
during all weather conditions. The present invention 
also enables an operator to select zones of any size or 
shape in the camera’s ?eld of vision in which vehicle 
detection and/or recognition is to take place. 
The present invention includes a sensing element or 

camera which is sensitive to electromagnetic (EM) 
radiation ranging from the ultraviolet light spectrum 
through the visible light spectrum to the infrared light 
spectrum. Each of these ranges are effective under dif 
fering atmospheric conditions and are used accordingly. 
The EM radiation re?ected from the object or scene is 
passed through a multiple level bandpass ?lter which is 
used to create three images of the object or scene based 
on different portions of the EM spectrum. The images 
produced by the bandpass ?lter are based on EM radia 
tion from the ultraviolet spectrum, the visible light 
spectrum, and the infrared spectrum. The EM radiation 
output from the ?lter is re?ected onto a charge coupled 
device (CCD) grid which produces a corresponding 
analog representation of each of the images. . 
The three resulting images are based on respective 

portions of the frequency spectrum of EM radiation and 
carry different information about the object or scene. 
One of these analog images is then passed through an 
analog to digital (A/D) converter to produce a corre 
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sponding digital image. Image processing techniques 
are then applied to this digital image to extract informa 
tion regarding the presence of objects within the se 
lected zones in the camera’s ?eld of vision. 
The system chooses which of the three images are to 

be used in the detection and/or recognition of objects 
depending on the time of day and weather conditions. 
During the daytime, the image generated from the EM 
radiation in the visible light spectrum is preferably used 
to detect objects. At night, the image generated from 
the infrared spectrum is preferably used for the detec 
tion of objects. When no object has been detected in any 
of the selected zones for a certain period of time, then 
the system switches to an image from a different portion 
of the EM spectrum in which to detect objects. This 
method allows the detection of objects in all weather 
conditions and at all times of the day. 
The present invention enables an operator to select 

various zones within the camera’s ?eld of vision in 
which to perform object detection. According to the 
present invention, an operator can select any zone 
within the camera’s field of vision without regard to 
vertical or horizontal restraints. An operator may also 
select various attributes that correspond to each se 
lected zone which determine the sensitivity of object 
detection within the respective zone. 
The machine vision system according to the present 

invention performs object detection only in each of the 
respective zones selected by the operator. The machine 
vision system extracts edge information from the entire 
image, performs data reduction to remove unwanted 
background data, and then uses a magnitude compara 
tor to compare the edge values extracted from the 
image with a threshold value stored in a magnitude 
latch. The magnitude comparator and latch are micro 
processor controlled, and the threshold value can be 
adjusted depending on operator selected parameters 
such as time-of-day, zone-type, or statistical response. 
The output of the magnitude comparator is a yes/no 

bit for each of he respective pixels in the image, and 
these bits determine whether the edges in the image 
have a greater magnitude than the threshold value 
stored in the magnitude latch. The yes/no bits in each of 
the selected zones are summed by the microprocessor 
and then divided by the total number of pixels in the 
zone to determine the edge density of the current image 
within the zone. The current background edge density 
is then subtracted from the current image density to 
arrive at an object edge density. This object edge den 
sity is then compared with an operator programmable 
threshold value to determine if an object is present 
within the image. Alternatively, the resulting object 
data can be compared against various reference object 
images stored in the system memory to perform recog 
nition of the object within the respective zone. 
The machine vision system provides an output to a 

traffic light controller which changes the respective 
traffic light according to the presence or absence of a 
vehicle within the respective zone. The system may also 
provide output data regarding traftic ?ow, density, 
vehicle speed, the number of cars/trucks, etc. to a re 
cording device, which can be used later to determine 
traffic ?ow patterns. 

Therefore, the present invention performs detection 
of objects using three separate images formed from 
three portions of the EM radiation spectrum. This ena 
bles the apparatus to effectively perform image recogni 
tion and detection of objects in all weather conditions 
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4 
and at all times of the day or night. The present inven 
tion also includes a means for enabling an operator to 
select various zones in the camera's field of vision in 
which the image detection is to take place. This pro 
vides more ?exibility and convenience in using the 
machine vision system. In addition, the present inven 
tion is comprised of a small self-contained apparatus 
which can be conveniently set up and provides ease of 
use. 

BRIEF DESCRIPTION OF THE DRAWINGS 
A better understanding of the invention can be ob 

tained when the following detailed description of the 
preferred embodiment is considered in conjunction 
with the following drawings in which: , 
FIG. 1 is a perspective view of an intersection with a 

machine vision system according to the present inven 
tion installed; 
FIG. 2 is a block diagram of the machine vision sys 

tern and traffic controller of FIG. 1; 
FIG. 3 is a block diagram of the sensing element of 

FIG. 2; 
FIG. 4 is a schematic block diagram of the image 

processor of FIG. 2; 
FIGS. 5, 6, and 7 are ?owchart diagrams illustrating 

the image processing techniques used to detect objects 
in selected zones according to the present invention; 
and 
FIG. 8 is a ?owchart diagram illustrating zone selec 

tion according to the.present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

The apparatus of the present invention is preferably 
used in traf?c surveillance according to the preferred 
embodiment. However, the use of the present invention 
in other fields such as air traf?c control and security 
surveillance is also contemplated. Referring now to 
FIG. 1, a roadway intersection 20 is shown. A machine 
vision system (MVS) 22 according to the present inven 
tion may be situated in any convenient location where it 
can view the desired portion of the intersection. Consid 
erable ?exibility is allowed in the placement of the 
MVS 22 because of the zone selection features of the 
present invention. In the present embodiment, the MVS 
22 is preferably situated at a point overlooking a portion 
of the intersection 20. Multiple MVS units 22 may be 
installed to obtain complete coverage of the intersec 
tion, for example, in opposing corners. 
The MVS 22 generates outputs indicating the pres 

ence or absence of vehicles in selected zones within the 
system's ?eld of vision according to the preferred em~ 
bodiment. The MVS 22 provides its output to a traffic 
controller 24 which controls the operation of traffic 
lights 26 within the intersection 20 and preferably 
changes the appropriate traffic lights 26 according to 
the output of the MVS 22. It should be noted that the 
MVS 22 need not be situated close to the controller 24, 
but only in a location where the desired roadway can be 
conveniently viewed. 

Referring now to FIG. 2, a block diagram of the 
MVS 22 coupled to the controller 24 is generally 
shown. The MVS 22 is a relatively small, self-contained 
apparatus which includes all of the necessary elements 
to obtain an image, process the image to determine if an 
object is present, and generate a signal indicative 
thereof. The small size of the MVS 22 enables it to be 
easily installed in any convenient location. The MVS 22 
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may include any number of sensing elements or cam~ 
eras. In the preferred embodiment, the MVS 22 includes 
four sensing elements 42, 44, 46, and 48. Four sensing 
elements are included in the MVS 22 to enable views of 
four different areas of the intersection 20. For example, 
each of the sensing elements 42, 44, 46, and 48 can be 
trained on four different areas of an intersection where 
vehicles would normally stop for a light. In the present 
embodiment, the sensing element 42 is preferably fo 
cused on the area of the intersection 20 opposite the 
traf?c lights 26. 
Each of the sensing elements 42, 44, 46 and 48 are 

sensitive to light ranging from ultraviolet to visible light 
and through near infrared to the far infrared spectrum. 
Therefore, each of the sensing elements 42, 44, 46, and 
48 are sensitive to electromagnetic radiation ranging in 
wavelength from four nm to six nm. The sensing ele 
ments 42, 44, 46, and 48 preferably have a wide ?eld of 
view in the present embodiment. In the present inven 
tion, an operator can select various zones in each of the 
sensing element’s ?eld of view in which image detection 
or recognition is to take place, as is described below. 
These zones would preferably correspond to lanes in 
the respective area of the‘roadway where traf?c stops 
for a red light. 
The output of each of the sensors 42, 44, 46, and 48 is 

provided to associated image processor logic 52, 54, 56, 
and 58, respectively. The image processors 52, 54, 56, 
and 58 operate on the respective image data produced 
by the associated sensing elements 42, 44, 46, and 48 and 
generate respective outputs to a communications pro 
cessor 62. The image processors 52, 54, 56, and 58 are 
preferably coupled together through a data bus 60. 
Therefore, if one of the image processors 52, 54, 56, or 
58 were not associated with a sensing element 42, 44, 46, 
or 48, then this image processor could perform over 
flow processing from an image processor that has an 
associated sensing element. In an alternate embodiment 
of the present invention, two or more image processors 
are associated with each sensing element, and data asso 
ciated with selected zones in the sensing element’s ?eld 
of view are assigned to respective image processors to 
speed data throughput. 
The communications processor 62 in the MVS 22 

generates output signals that are transmitted to an I/O 
processor 30 located in the controller 24. The communi 
cations processor 62 preferably communicates with the 
controller 24 through a modulated high frequency car 
rier superimposed on the power source wiring 29. How 
ever, the use of other types of communication means is 
also contemplated. The U0 processor 30 receives the 
respective data and processes this data according to a 
respective traf?c light algorithm. The traf?c light algo 
rithm utilizes the data regarding the presence or ab 
sence of vehicles in the roadway to change the traf?c 
lights 26 accordingly. The U0 processor 30 transmits 
signal data re?ecting the desired condition of the traf?c 
lights 26 to relay modules 32, 34, 36 and 38. Relays in 
the respective relay modules 32, 34, 36, and 38 close 
according to the data received, and the closure of the 
respective relays in the relay modules 32, 34, 36, and 38 
control the associated traf?c lights 26. The closure of 
certain relays in the relay modules 32, 34, 36, and 38 
may also provide information to a traf?c control com 
puter (not shown) which records traf?c ?ow data such 
as vehicle counts, etc. 
The U0 processor 30 includes an I/O port 40 which 

is used to receive input zone data regarding selected 
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6 
zones in which the MVS 22 is to detect objects or vehi 
cles in its ?eld of view, as is explained below. This input 
zone data is provided from a remote input computer 64 
through the I/O processor 30 to the communication 
processor 62 and to the respective image processor 52, 
54, 56, or 58. 

Referring now to FIG. 3, a more detailed block dia 
gram illustrating the operation of the sensing elements 
42, 44, 46, and 48 is generally shown. Because each of 
the sensing elements 42, 44, 46, and 48 and image pro 
cessors 52, 54, 56, and 58 are similar in design and opera 
tion, the sensing element 42 and image processor 52 are 
described in the remainder of this description for sim 
plicity. The sensing element 42 receives electromag 
netic (EM) radiation in the ultraviolet to infrared fre 
quency spectrum through a lens 80. The lens 80 pro 
vides this EM radiation to a multiple level bandpass 
?lter 81 comprising three bandpass ?lters 82, 84 and 86. 
The bandpass ?lter 82 allows EM radiation in the ultra 
violet spectrum to pass through and inhibits EM radia 
tion at all other frequencies. The bandpass ?lter 84 
allows EM radiation in the visible light spec rum to pass 
through and inhibits EM radiation at all other frequen 
cies. The bandpass ?lter 86 allows EM radiation in the 
infrared spectrum to pass through and inhibits EM radi 
ation at all other frequencies. Because the operation of 
bandpass ?lters is well known to those skilled in the art, 

' details of their implementation are omitted for simplic 
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lty. 
The ?ltered EM radiation from each of the band pass 

?lters 82, 84, and 86 is supplied to a charge coupled 
device (CCD) grid 90 which is comprised of three dif 
ferent sections 92, 94, and 96 corresponding to each of 
the ?lters 82, 84, and 86, respectively. The EM radiation 
from each of the ?lters 82, 84, and 86 comes into contact 
with the respective sections 92, 94, and 96 of the CCD 
grid 90 and is transformed into a corresponding analog 
signal representing the intensity of the respective radia 
tion at each particular point, thereby forming three 
distinct images. Because the operation of CCD grids is 
well-known to those skilled in the art, details of its 
implementation have been omitted for simplicity. The 
EM radiation from each of the ?lters 82, 84 and 86 
generates images referred to as image 1, image 2, and 
image 3 in the respective sections 92, 94, and 96 of the 
CCD grid 90. The analog data representing one of the 
respective images is then output from the CCD grid 90 
of the sensing element 42 to the image processor 52 
(FIG. 4). 
The image processing logic 52 includes a micro 

processor, referred to as the system processor 120, that 
determines which of the respective images is provided 
from the CCD grid 90 to the image processing logic 52. 
Preferably, the system processor 120 is a very high 
performance processor having digital signal processing 
capabilities such as the RTX-2000 from Harris Semi 
conductor of Melbourne, Fla. The processor 120 gener 
ates a select signal to each portion 92, 94, and 96 of the 
CCD grid 90 that determines which image, image 1, 
image 2, or image 3, is to be provided to the image 
processing logic 52. Therefore, the processor 120 deter 
mines which of the images formed from the respective 
portions of the frequency spectrum is to be used to 
detect objects or vehicles in the sensing element’s ?eld 
of view. 
The processor 120 includes an internal clock and 

determines which of the images are supplied to the 
image processing logic 52 depending in part on the time 
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of day. During the daytime, the processor 120 prefera 
bly enables image 2 corresponding to the visible light 
spectrum to be supplied to the image processing logic 
52. During the nighttime, the processor 120 preferably 
enables image 1 corresponding to the infrared spectrum 
to be supplied to the image processing logic 52. The 
processor 120 may also alternate between the images 1, 
2, or 3, depending on visibility conditions, as explained 
below. 
The analog data for a respective image received by 

the CCD grid 90 is provided to an analog to digital 
(A/D) converter 102, which converts the analog signals 
to corresponding digital signals. The analog signals are 
preferably output from the CCD grid 90 beginning with 
the upper left corner of the respective image. The A/D 
converter 102 preferably converts the respective analog 
image to a digital image comprising a number of indi 
vidual pixels (picture elements). Each pixel in this 
newly formed digital image preferably comprises eight 
bits of intensity information, but the use of a different 
number of bits per pixel is also contemplated. Each of 
these pixels is assigned an effective address by the sys 
tem processor 120, which provides frame start and pixel 
clocking information to the various portions of the 
image processing logic 52 for synchronization purposes. 
The digital image formed by the A/D converter 102 

20 

25 

is provided to convolver logic 104. The system proces- . 
sor 120 is coupled to the convolver logic !04, and the 
convolver logic 104 operates under control of the sys 
tem processor 120. The convolver logic 104 preferably 
performs two-dimensional convolution algorithms on 
the input digital data to extract edge information from 
the image. The convolver logic 104 preferably uses the 
Laplacian operator for edge detection according to the 
preferred embodiment, but the use of any of the various 
edge detection or high pass ?ltering algorithms is also 
contemplated. It will be appreciated that these edge 
detection techniques may also be performed using dis 
crete Fourier transform methods. The convolver logic 
104 ampli?es abrupt changes in the intensity of an image 
and removes all other information. Therefore, edges in 
the image are emphasized while the background is 
deemphasized or zeroed. The convolver logic 104 pro 
duces a digital output wherein each pixel is represented 
by a 12-bit signed integer. Preferably, the convolver 
logic 104 utilizes an HSP-489l2 2-D convolver inte 
grated circuit from Harris Semiconductor which is 
designed to cooperate with the RTX-ZOOO. 
The convolver logic 104 provides its output to a 

unipolar eight-bit mapper 106. The unipolar eight-bit 
mapper 106 performs data reduction and/or data com 
pression techniques to remove or zero background 
image data and convert the remaining edge data to 8 bit 
per pixel data. The reduced image data is then provided 
to a magnitude comparator 108 one pixel or byte of data 
at a time beginning with the pixel in the upper left cor 
ner of the image, as controlled by the system processor 
120. A magnitude latch 110 is connected to the magni 
tude comparator 108, and the latch 110 provides an 
eight-bit threshold value to the magnitude comparator 
108. The system processor 120 is coupled to the magni 
tude latch 110 and controls the value held in the latch 
110 that is provided to the comparator 108. The system 
processor 120 keeps track of the addresses of the pixels 
that are output by the mapper 106 to the comparator 
108 in order to determine if the respective pixel is lo 
cated in one of the selected zones. The system processor 
120 uses operator selected zone parameters to determine 
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8 
which of the various pixel addresses are located in the 
respective operator selected zones, as is explained be 
low. 
The threshold value provided by the magnitude latch 

110 is selected by the operator through software and 
can have different values for different zones selected by 
the operator, as is explained below. The processor 120 
may also adjust the threshold level held in the magni 
tude latch 110 depending upon the time of day and an 
average statistical response of the respective zone in the 
image. The average statistical response of the zone is 
developed from the average number of pixel values 
greater than the threshold value for a respective zone 
over a period of time. 
The magnitude comparator 108 compares the thresh 

old value in the magnitude latch 110 with each eight~bit 
pixel value output from the eight-bit mapper 106. If the 
pixel image value output from the eight-bit mapper 106 
is greater than the respective threshold value held in the 
magnitude latch 110, then the magnitude comparator 
108 generates a one value for that respective pixel. If the 
pixel value output from the mapper 106 is less than the 
value held in the magnitude latch 110, then the magni 
tude comparator 108 generates a zero value for that 
respective pixel. Therefore, the magnitude comparator 
108 determines if the respective edges output from the 
mapper 106 for a selected zone are sufficient to qualify 
as an image, depending on the respective threshold 
value held in the magnitude latch 110 for that zone. 
The magnitude comparator 108 outputs a one-bit 

value for each respective eight-bit pixel generator by 
the mapper 106. This one-bit serial data stream is pro 
vided to a serial in, parallel out shift register 112. The 
shift register 112 provides the 8-bit parallel output to a 
shared memory 114. The shift register 112 generates its 
output to the shared memory 114 under the control of a 
direct memory access (DMA) address generator 116. 
The DMA address generator 116 is coupled to the sys 
tem processor 120 and generates the respective ad 
dresses to sequentially store the data from the shift 
register 112 into shared memory 114. The resulting 
image that is stored in shared memory 114 is referred to 
as the edge extracted image for clarity. 
Each of the above elements are under control of the 

system processor 120 and are synchronized by the sys 
tem processor 120. As noted, the system processor 120 
is preferably an RTX-2000 16-bit microprocessor which 
offers real time signal processing capabilities. However, 
the use of any of the various types of microprocessors is 
also contemplated. Once the edge extracted image data 
has been stored in the shared memory 114, the system 
processor 120 can analyze the operator selected zones in 
the edge extracted image to determined the presence of 
objects within the selected zones. In the present em 
bodiment, if an object is determined to be in a respective 
zone, the system processor 120 generates a signal to the 
communications processor 62 which provides this infor 
mation to the I/O processor 30, as was described above. 
The present invention includes software preferably 

located in system memory 118 which directs the proces 
sor 120 to process the edge extracted image data stored 
in shared memory 114 to determine if an object has 
entered into any of the selected zones in the edge ex 
tracted image. Referring now to FIGS. 5, 6, and 7, 
?owchart diagrams illustrating the object detection 
method according to the present invention are shown. 
The ?owchart is shown‘in three diagrams with inter 
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connections between the two diagrams designated by 
reference to the circled letters A, B, and C. 

In step 202, a background edge extracted image of the 
scene being viewed by the sensing element 42 is ac 
quired and stored in system memory 118. The back 
ground edge extracted image is a current version of the 
edge extracted image with no object present. As ex 
plained below, the background edge extracted image is 
continually being updated to ensure that the back 
ground re?ects the current image seen by the sensing 
element 42. The processor 120 also computes the per 
centage of “hits” or one values in the background edge 
extracted image to arrive at a background edge density 
value. 
The processor 120 also receives input data from a 

system operator to initialize variables referred to as 
LIMIT and MIN_CTR in step 202. The value stored in 
LIMIT is the minimum number of pixel hits required to 
determine that an object is present within a respective 
zone of the edge extracted image. The MIN_CTR 
value initializes a down counter referred to as MI 
N_CTR, which is used to determine when the back 
ground edge extracted image should be updated by a 
value which includes a time averaged value of the edge 
extracted image, as is explained below. 

In step 204, the system processor 120 acquires an 
edge extracted image from shared memory 114. Prior to 
step 204, the image processing logic 52 had placed an 
edge extracted image of the image being viewed by the 
sensing element 42 into shared memory 114, as was 
described above. The respective image acquired by the 
image processing logic 52 from the CCD grid 90 is 
initially set to a default image. As explained above, 
during daylight the default image is image 2, which is 
the image formed from the visible light spectrum, and 
during nighttime the default image is image !, which is 
the image formed from the infrared spectrum. The re 
spective image acquired by the image processing logic 
52 can be changed to a non-default image by the proces 

20 
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35 

sor 120 when no objects are found to be within any of 40 
the selected zones after a preset period of time, as is 
explained below. 
The processor 120 then acquires the zone parameters 

for the ?rst selected zone from system memory 118 in 
step 206. The zone parameters are input by the system 
operator, as is explained below. These zone parameters 
include the variable LIMIT as well as variables referred 
to as HORIZONTAL, VERTICAL, and BOX__SIZE. 
If the operator inputs a value for the variable LIMIT, 
then this value supersedes the LIMIT value initialized 
by the processor in step 202. The variable HORIZON 
TAL is used to determine the horizontal or X starting 
position of the respective zone in the image. Likewise, 
the variable VERTICAL is used to determine the verti 
cal or Y starting point of the respective zone in the 
image. The variable BOX-SIZE is used to determine 
the X and Y length of the zone. Therefore, in this em 
bodiment only square-shaped zones are allowed. How 
ever, in another embodiment of the present invention, 
these zone parameters include two X position variables 
and two Y position variables which allow any rectangu 
lar zone to be selected according to the present inven 
tion. In a further embodiment of the present invention, 
the zone parameters include four sets of X and Y vari 
ables to allow any size or shape zone which includes 
four edges to be selected. In this embodiment, when a 
zone is selected that is not rectangular in shape, i.e. the 
chosen X,Y values forming the corners of the zone form 

45 

55 

60 

65 

10 
edges or lines that are not either completely vertical or 
horizontahthen the system processor 120 interpolates a 
line between the X,Y values by choosing pixel locations 
in the zone that most closely correspond to a straight 
line between the selected X,Y values. It is further con 
templated that any number of X and Y values may be 
chosen to'form any size or shape of zone having any 
number of edges. 

In step 208, the processor 120 sums the number of hits 
or one values in' the respective zone of the edge ex 
tracted image in shared memory 114. In step 210, the 
processor 120 computes the percentage of hits which 
have occurred in the zone according to the equation: 

PCT=hits X lOO/(BOX_SIZE)2. 

In step 212, the background edge density value is sub 
tracted from the hit percentage calculated above to 
arrive at a value referred to as object hit density. The 
object hit density re?ects the density of hits in the zone 
which may be attributed to an object which possibly 
entered the zone. 

Referring now to FIG. 6, in step 213 the absolute 
value of the object density value is compared with the 
value stored in LIMIT to determine whether an object 
is present. The absolute value of the object density is 
used because in some instances the background of a 
zone comprises a number of edges, such as broken pave 
ment, etc. In this instance, the presence of an object in 
the zone may actually reduce the edge density of the 
zone. Therefore, the absolute value of the object density 
is used to account for situations where the background 
edge density is greater than the edge density when an 
object is present. 

If the absolute value of the object hit density is 
greater than LIMIT, then the processor 120 sets a status 
bit in an area of shared memory 114 referred to as zone 
status (not shown) in step 223 to indicate that an object 
has been found. In step 224, the status bit of the respec 
tive zone is transmitted through the communications 
processor 62 to the U0 processor 30 to inform the I/O 
processor 30 that an object is present. The U0 proces 
sor 30 receives the status bit signals from each of the 
selected zones and operates on this information to deter 
mine whether the traf?c lights 26 should be changed, 
held, or changed after a delayed period of time, etc., 
according to the signal control algorithm present in the 
I/O processor 30. The U0 processor 30 then outputs 
respective traf?c light signals to the respective relay 
modules 32, 34, 36 or 38, and the energizing of the 
respective relays in the relay modules 32, 34, 36, and 38 
changes the respective traffic lights 26 as desired. The 
closure of contacts in the respective relays in the relay 
modules 32, 34, 36, or 38 may also provide information 
to a traffic control computer (not shown) which prefer 
ably counts the number of vehicles passing through the 
respective zone or generates other desired information. 
A system operator may also use the traffic control com 
puter to change the traffic light algorithm performed by 
the I/Oprocessor 30, as desired. 
The processor 120 then restores the initial value of a 

timer referred to as X timer in step 226. Each respective 
zone in the sensing element’s ?eld of vision includes a 
respective X timer. As explained below, the X timer is 
a down counter that counts the length of time that no 
object is determined to be within its respective zone. 
Therefore, when an object is determined to be within 
the respective zone in step 213, the X timer is reinitial 
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ized to its initial value. The processor 120 also clears a 
bit referred to as the zone empty bit for the respective 
zone in step 226. As explained below, each selected 
zone has an associated zone empty bit which is set in 
step 244 if no object has been found to be within the 
respective zone during the X timer period. When the 
zone empty bits for all of the selected zones are set, then 
the processor 120 selects a new image to be supplied 
from the CCD grid 90 to the image processing logic 52. 
Therefore, when an object is found to be within a re 
spective zone in step 213, then the respective zone 
empty bit is cleared in step 226 to re?ect that the zone 
has not been empty for the X timer length. The proces 
sor 120 then proceeds from step 226 to step 246 (FIG. 

If the absolute value of the object hit density is less 
than that of LIMIT, then no object is determined to be 
within the zone. In this instance, the respective zone 
status bit is cleared in step 214, and the processor 120 
proceeds to step 215. In step 215 the processor 120 
checks a background ?ag to determine if a counter 
referred to as the background counter has counted 
down to zero. The background counter is a down 
counter which counts a certain length of time and 
counts independently of the software algorithm cur 
rently being discussed. The background counter is used 
to determine when the edge extracted background 
being used should be updated with a more recent edge 
extracted background. In the present embodiment, each 
selected zone has its own background counter, but the 
use of a single background counter for all of the zones 
is also contemplated. The background counter is prefer 
ably set to an initial value of between 2 and 10 minutes. 
When the background counter reaches zero, the back 
ground flag is set, and the processor 120 acquires the 
current value of PCT in step 216 to be used in comput 
ing the new edge extracted background for the respec 
tive zone. The processor 120 reinitializes the back 
ground counter and clears the background ?ag in step 
216. 
The processor 120 also uses the PCT value to average 

into a long running average history of the background 
hit density in step 2!6. The long running average history 
is developed from previous PCT values when the object 
hit density was determined to be less than LIMIT in 
step 213. The long running average history is formed by 
taking a weighted average of 99% of the previous long 
running average history and 1% of the current back 
ground hit density. In the present embodiment, the 
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processor 120 keeps a long running average history of 50 
the background hit density of the images formed from 
each of the portions of the EM spectrum. The long 
running average history is used in computing the back 
ground hit density when MIN_CTR counts down to 
zero, as is explained below. 

In step 218, the processor 120 checks the value of the 
MIN_CTR counter for the respective zone. In the 
preferred embodiment, a separate MIN_CTR counter 
is used for each respective zone. However, in an alter 
nate embodiment, one MIN_CTR counter is used for 
all of the selected zones. The MIN_CTR counter also 
counts independently of the software and is preferably 
set to a period of time between 20 and 40 minutes. If the 
value of MIN_CTR is greater than zero, then the new 
background hit density is set equal to the current value 
of PCT in step 220. If the MIN_CTR value is less than 
or equal to zero, then in step 222 the background hit 
density is set to 99% of the current value of PCT (the 
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current background hit density) and 1% of the long 
running average history of the background hit density 
maintained by the processor 120, as described above. 
The processor 120 also reinitializes MIN_CTR to its 
initial value in step 222. The processor 120 then pro 
ceeds from either step 220 or 222 to step 230 to check 
the status of a timer referred to as the status timer. If the 
background flag was not set in step 215, then the pro 
cessor 120 proceeds directly from step 215 to step 230. 
The processor‘ 120 checks the value of the status 

timer in step 230. In the present embodiment, each re 
spective zone includes an associated status timer. How> 
ever, in an alternate embodiment, one status timer is 
included for each respective zone. If the status timer has 
counted down to zero, signifying that the processor 120 
has not recently transmitted the status of the respective 
zone, then the processor 120 outputs the status data of 
the zone in step 234 through the communications pro 
cessor 62 to the I/O processor 30 as described above 
and resets the timer. If the status timer has not counted 
down to zero, then the processor 120 decrements the 
timer in step 232. 

Referring now to FIG. 7, the processor 120 then 
proceeds from either step 232 or 234 to step 240 and 
checks the status of the X timer. As previously men 
tioned, the X timer keeps track of the length of time that 
no object is found to be within a respective zone. If the 
X timer is not equal to O in step 240, then the X timer is 
decremented in step 242 and the processor 120 proceeds 
to step 246. If the X timer is equal to 0 in step 240, then 
the processor proceeds to step 244 where it resets the X 
timer and sets a zone empty bit for the respective zone. 
The zone empty bit is set to re?ect that no object has 
been determined to be in the respective zone for the X 
timer period. 
The system processor 120 proceeds to step 246 and 

determines if it has examined all of the selected zones in 
the image. If the processor 120 has not completed all of 
the zones in the respective image, then the processor 
120 returns to step 206 (FIG. 5) and acquires the zone 
parameters for the next respective zone, as shown by 
the interconnection D. If the processor 120 has com 
pleted all of the zones in the image in step 246, then the 
processor proceeds to step 248 and determines if all of 
the selected zones are empty by checking the zone 
empty bits for each of the selected zones. If all of the 
zones are determined to be empty in step 248, then the 
respective image output from the CCD grid 90 to the 
image processing logic 52 is incremented module 3 in 
step 250. If the image used in the analysis above was 
image 1, then the image is incremented to image 2; if the 
image being used was image 2, then the image is incre 
mented to image 3, and if the image being used was 
image 3, then the image is incremented to image 1. 

In step 252, if the new image that is to be used is the 
default image, which during daylight is image 2 and 
during nighttime is image 1, then the X timer for each of 
the selected zones is set to a default value in step 254. If 
the new image that is to be used is not the default image, 
then the X timer for each of the zones is set to a short 
term value in step 256. The X timer for each of the 
zones is set to a short term value when non-default 
images are to be used to provide the MVS 22 with an 
opportunity to use the non-default images to determine 
if an object is present within the respective zone. The 
non-default images are generally used when weather 
conditions are such that the default image is not the 
most effective image for the detection or recognition of 
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objects. If the X timers for each of the selected zones 
count down without an object having been found in any 
of the zones while non-default images are being used, 
then the method eventually returns to the default image. 
If an object is detected in any of the respective zones 
using one of the non-default images, then the respective 
non-default image is used until the situation arises where 
no object is found in any of the selected zones during 
the X timer period. After either steps 254 or 256, or if all 
of the zones were determined not to be empty in step 
248, the processor 120 advances to step 204 (FIG. 5) 
and acquires another edge extracted image from shared 
memory 114. 

Therefore, the processor 120 acquires a new edge 
extracted image from the shared memory 114 if it has 
completed all of the zones in the respective image. The 
edge extracted image placed in shared memory 114 may 
be derived from an image produced from a different 
portion of the EM spectrum depending on whether the 
image value was changed in step 250. This process then 
repeats itself continuously with the processor 120 ac 
quiring edge extracted images from the shared memory 
114, determining if an object is present in each of the 
zones, and then transmitting the status of the various 
zones to respective relay modules 32, 34, 36 and 38. 

In another embodiment of the present invention, the 
processor 120 compares the current background edge 
density value with the long running average history to 
determine if any degradation in the image seen by the 
sensing element 42 is occurring. If the current back 
ground edge density is less than the long running aver 
age history edge density by a certain amount, then the 
processor 120 uses a non-default image and compares 
the background edge density of the non-default image 
with that of the default image. If the background edge 
density of the non-default image is greater than that of 
the default image by a certain amount, then the non 
default image is substituted for the default image as the 
image to be used. 

In an alternate embodiment of the present invention, 
the processor 120 performs image recognition tech 
niques on the edge extracted image stored in shared 
memory 114. In this embodiment, the system memory 
118 includes edge extracted images of objects that are to 
be recognized. The object images are compared against 
the edge extracted images stored in shared memory 114 
using standard image processing techniques. The object 
image that most closely matches the edge extracted 
image stored in shared memory 114 is determined to be 
the object present in the respective zone. The system 
processor 120 then generates object data that is passed 
through the communications processor 62 to the I/O 
processor 30. The U0 processor 30 receives this object 
data and generates data to close the appropriate relays 
in the respective relay modules 32, 34, 36, and 38, which 
communicates information regarding the type of object 
to the remote traf?c control computer, which records 
this information for later analysis. The closure of the 
respective relays also changes the traf?c lights 26, as 
necessary. 
The present invention includes software which ena 

bles a system operator to use the remote input computer 
64 (FIG. 2) to program the image processors 52, 54, 56, 
and 58 with the respective parameter data to enable the 
image processors 52, 54, 56, and 58 to operate on se 
lected zones in the respective edge extracted images, as 
desired. 
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Referring now to FIG. 8, a block diagram of the 

options available to an operator in programming one of 
the respective image processors 52, 54, 56, and 58 is 
shown. An operator begins at step 300 where he selects 
the image processor/sensing element pair to program. 
In step 301 the computer 64 displays the view seen by 
the respective sensing element chosen by the operator. 
In the following discussion, it is assumed that the opera 
tor has chosen the sensing element 42, and the computer 
64 is displaying the view seen by the sensing element 42 
and any respective zones that have been selected by the 
operator. 
The operator may choose to perform a zone selection 

in step 302. When performing a zone selection in step 
302, the operator moves the cursor to the desired posi 
tion in the image in step 304 and selects the shape and 
size of the desired zone in steps 306 and 308. When the 
operator has completed selecting the zone, he ?xes the 
position of the zone in step 310. The selection of a zone 
involves the computer 64 using the various selected 
positions of the cursor on the screen to determine the 
variables HORIZONTAL, VERTICAL, and BOX_. 
SIZE. Since a determination of these variables by a 
computer through the position of a cursor on the screen 
is well known to those skilled in the art, details of its 
implementation have been omitted for simplicity. As 
previously mentioned, in an alternate embodiment of 
the present invention, an operator may use the cursor to 
select a zone of any size and shape, and the computer 64 
translates the selected shape, size, and position into four 
corresponding horizontal and vertical variables. 
The operator then assigns an output type for the 

respective zone in step 312. The type of output desired 
for a respective zone may be either simply a yes/no 
signal determining if an object was detected, or, in the 
alternate embodiment described above where image 
recognition is being performed, the output is a bit 
stream representing the particular object present in the 
respective zone. 
The operator then de?nes attributes of the zone in 

step 314. When image recognition is being performed, 
one attribute that is preferably de?ned is the type of 
respective object images in system memory !18 that will 
be compared against the edge extracted image in shared 
memory 114. In this alternate embodiment where image 
recognition is being performed, two different sets of 
object images are stored in system memory 118, these 
being vehicle images such as cars, trucks, etc., and pe 
destrian images. An operator preferably selects between 
these two sets of object images to be compared against 
the edge extracted image formed from the respective 
zone as seen by the sensing element 42. The selection 
between the two sets of object images depends on 
whether the respective zone in the sensing element’s 
?eld of view is trained on a roadway and the operator 
desires to distinguish between vehicles, or whether the 
respective zone is trained on a crosswalk or other pedes 
trian area and the operator wishes to distinguish be 
tween pedestrians, bicycles, etc. 
The operator also determines whether the output of 

the communications processor 62 is to be a presence 
signal, which is asserted during the time that an object 
is present within the respective zone, or a signal pulse, 
which is asserted when an object enters and/or leaves 
the zone. The use of the signal pulse is desirable when a 
count of the number of vehicles passing through a re 
spective zone is desired. The operator also selects 
whether a delay should be inserted before the respec 
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tive image processing logic informs the I/O processor 
that a vehicle has left a respective zone. This delay 
feature has the effect of indicating that a vehicle is still 
present in the zone for a certain period of time after a 
vehicle has actually left the respective zone, and it is 
intended for lengthening the green light period for in 
tersections which require a vehicle to be exposed in the 
middle of the intersection for an unusually long period 
of time, such as left turns under freeways, etc. If a delay 
is desired, the operator preferably selects the length of 
delay using the count selection in 4. In 5, the operator 
selects the sensitivity of the object detection, which is 
the value for the variable LIMIT. As described above, 
the LIMIT value is compared against the object density 
value to determine if an object has entered a respective 
zone. The operator also selects the desired threshold 
value that will be provided to the magnitude latch 110 
when the respective zone is being processed by the 
image processing logic 52. In general, the background 
view seen by the sensing element 42 varies between the 
different selected zones. This feature enables the opera 
tor to select different threshold values for selected 
zones that account for the different backgrounds pres 
ent in the respective zones, thus allowing more ef?cient 
detection to be performed. In step 316, the input com 
puter 64 transmits these zone parameters to the respec 
tive image processor 52, and the operator returns to step 
301. 
An operator may also choose to modify a zone that 

has already been selected in the image. In step 320, the 
operator selects the zone modify function and in step 
322 chooses any of the respective zones 1 through it in 
the sensing element’s ?eld of view. The operator then 
may either move the zone, change the shape of the 
zone, or change the size of the zone, in steps 324, 326 
and 328, respectively. The changes affected in the zone 
are accomplished by using the cursor to change the 
respective values of the zone parameters for the respec 
tive zone. The operator then ?xes the position of the 
new zone in step 310, assigns the appropriate output in 
step 312, de?nes new attributes, if desired, in step 314, 
and transmits the new zone parameters in step 316, as 
was described above. 
An operator may also choose to view the background 

image seen in one of the respective zones selected in the 
sensing element’s ?eld of view in step 330. This method 
involves choosing one of the respective zones in step 
332 and acquiring a snapshot or picture of the respec 
tive zone as seen from the sensing element 42 in step 
334. The snapshot is acquired by transmitting the edge 
extracted image as seen in the respective zone from 
shared memory 114 through the communications pro 
cessor 62 to the I/O processor 30 and then to the remote 
input computer 64. The system processor 120 is capable 
of transmittingv only the image information for the re 
spective zone because it keeps track of the pixel ad 
dresses which correspond to the pixels which beside in 
the respective zone. Once the operator is ?nished view 
ing the image in the respective zone, the computer 64 
again displays all of the various zones selected in the 
sensing element’s ?eld of view in step 336 and then 
returns to step 301. 
An operator may also choose to delete a respective 

zone in the sensing element’s ?eld of view by selecting 
the delete zone command in step 340 and then choosing 
the desired zone(s) to be deleted in step 342. When the 
operator has completed, the computer screen is then 
refreshed in step 344 with the sensing element’s ?eld of 
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view and with the undeleted zones appearing, and the 
process returns to step 301. 
An operator may also print one of the respective 

zones in the image in step 350. This process involves 
selecting one of the respective zones in step 352 to be 
printed. The operator may also print the respective 
parameters of the'zone in step 354 before returning to 
step 301. Additionally, an operator may choose to pro 
gram a different sensing element/image processing pair 
in step 300 after step 301. 

Therefore, the present invention comprises a machine 
vision system which uses images formed from different 
portions of the frequency spectrum to detect or recog 
nize objects. The machine vision system according to 
the present invention also includes a method and appa 
ratus which enables an operator to select various zones 
within the camera’s or sensing element’s ?eld of view, 
and the detection system performs image detection and 
recognition only in the selected zones. The invention 
also enables an operator to select different parameters 
for each of the zones that depend on the background in 
the respective zone. The machine vision detection sys 
tem according to the present invention is also com 
prised of a single apparatus that is relatively small and 
therefore can be more conveniently placed and used in 
the ?eld. 
The foregoing disclosure and description of the in 

vention are illustrative and explanatory thereof, and 
various changes in the size, shape, materials, compo 
nents, circuit elements, wiring connections, and 
contacts, as well as in the details of the illustrated cir 
cuitry and construction may be made without departing 
from the spirit of the invention. 
We claim: 
1. A traf?c surveillance system for detecting the pres 

ence of vehicles and for generating signals for operating 
a traf?c light, comprising: 
means for receiving electromagnetic wavelengths of 

varying frequencies from the vehicle; 
a plurality of ?lter means for receiving said electro 

magnetic wavelengths from said receiving means 
and passing portions of said electromagnetic wave 
lengths according to said varying frequencies in the 
electromagnetic spectrum, each ?lter means pass 
ing a different portion of the electromagnetic spec 
trum; 

means receiving the electromagnetic wavelengths 
passed by said plurality‘of ?lter means for translat 
ing said portions of said electromagnetic wave 
lengths passed by said ?lter means into a corre 
sponding plurality of images; 

means coupled to said translating means for selecting 
one of said images formed from said portions of 
said electromagnetic wavelength as a function of 
varying detectability conditions; 

image processing means coupled to said selecting 
means which uses said selected image to determine 
if a vehicle is present and generates a signal indica 
tive thereof; and 

means coupled to said image processing means for 
receiving said indicating signal and for changing 
the traf?c light according to said signal. 

2. The traf?c surveillance system of claim 1, wherein 
said selecting means includes: 

clocking means for differentiating between daytime 
and nighttime, and 

wherein said selecting means selects a default image 
from, a ?rst portion of said electromagnetic wave 
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lengths during daytime and a default image from a 
second portion of said electromagnetic wave 
lengths during nighttime. 

3. The traffic surveillance system of claim 2, wherein 
said selecting means further includes: 

clocking means coupled to said image processing 
means for measuring a ?rst length of time when no 
vehicle is present; and 

means coupled to said clocking means for changing 
to an image other than said default image when said 
?rst length of time has expired. 

4. The traf?c surveillance system of claim 3, wherein 
said selecting means further includes: 

clocking means coupled to said image processing 
means for measuring a second length of time that 
no vehicle is present when said selecting means has 
selected said non-default image; and 

means coupled to said clocking means for returning 
to said default image when said second length of 
time has expired. 

5. The traf?c surveillance system of claim 4, wherein 
said ?rst length of time is greater than said second 
length of time. 

6. The traf?c surveillance system of claim 2, wherein 
said image processing means includes a means for gen 
erating edge density values from said default images; 
and 

wherein said selecting means includes: 
means for generating a running average of said de 

fault image edge density value; 
means coupled to said generating means for compar 

ing said running average edge density value with 
said default image edge density value; and 

means coupled to said comparing means for selecting 
an image other than said default image when said 
default image edge density value is less than said 
running average edge density value by a predeter 
mined amount. 

7. The traf?c surveillance system of claim 1, wherein 
each of said ?lter means comprises a bandpass ?lter. 

8. The traf?c surveillance system of claim 7, wherein 
said bandpass ?lters include bandpass ?lters operating 
at the visible light spectrum, the ultraviolet spectrum, 
and the infrared spectrum. 

9. A machine vision system for detecting and recog 
nizing objects, comprising: 
means for receiving electromagnetic radiation from 

the object; 
a plurality of ?lter means receiving said electromag 

netic radiation from said receiving means and pass 
ing portions of said electromagnetic radiation ac 
cording to frequencies in the electromagnetic spec 
trum, each ?lter means passing a different portion 
of the electromagnetic spectrum; 

means for translating said portions of said electro 
magnetic radiation passed by said ?lter means into 
a corresponding plurality of images; 

storing means for storing reference object images; 
and 

image processing means coupled to said translating 
means which compares portions of one of said 
images with said reference object images to deter 
mine if an object is present and generates signals 
indicative of which of said reference object images 
most closely matches said portion of said image. 

10. A traf?c surveillance system for detecting the 
presence of vehicles, comprising: 
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means for receiving electromagnetic wavelengths of 

varying frequencies from the vehicle, wherein said 
receiving means has a ?eld of view; 

image processing means coupled to said translating 
means to determine if a vehicle is present in said 
?eld of view, said image processing means includ 
ing: ' 

(a) means for converting said image into a digital 
image comprising a plurality of pixels having 
associated values; 

(b) latching means for storing a threshold value; 
(c) comparator means coupled to said converting 
means and said latching means for comparing 
said threshold value with said associated values 
of each of said pixels and generating a signal 
value indicating thereof; 

(d) means coupled to said comparator means for 
storing each of said comparator means signal 
value for each pixel; and 

(e) means coupled to said storing means for receiv 
ing said stored comparator means signal values 
and generating an image edge density value rep 
resenting the percentage of said comparator 
means signal values greater than said threshold 
value. 

11. The traf?c surveillance system of claim 10, 
wherein said image processing means further includes: _ 
means for receiving said image edge density valve 

and for determining information therefrom regard 
ing the presence of a vehicle in said ?eld of view. 

12. The traf?c surveillance system of claim 11, fur 
ther comprising selection means for selecting said 
threshold value for each of multiple zones in said ?eld 
of view. 

13. The traf?c surveillance system of claim 12, fur 
ther comprising: 

control means for selecting a rectangular-shaped 
zone for each of said multiple zones in said ?eld of 
view. 

14. The traf?c surveillance system of claim 11, 
wherein said comparator means signal has a ?rst value if 
said pixel value if greater than said threshold value and 
said comparator means signal has a second value if said 
pixel value is less than said threshold value; and 

wherein said image processing means further in 
cludes: 

background means coupled to said storing means for 
generating an edge density value representing the 
percentage of said comparator means signal values 
having said ?rst value when no vehicle is present in 
said ?eld of view; 

subtracting means coupled to said image edge density 
value means and said background means for sub 
tracting said background edge density value from 
said image edge density value and generating an 
object edge density value; and 

comparing means coupled to said subtracting means 
for comparing said object edge density value with 
a limit value and generating a signal indicative 
thereof. 

15. The traf?c surveillance system of claim 14, fur 
ther comprising selecting means for selecting said limit 
value for each of multiple zones in said ?eld of view. 

16. A machine vision system for detecting the pres 
ence of objects, comprising: 
means for receiving electromagnetic wavelengths of 

varying frequencies from the object; 
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a plurality of ?lter means for receiving said electro 
magnetic wavelengths from said receiving means 
and passing portions of said electromagnetic wave 
lengths according to said varying frequencies in the 
electromagnetic spectrum, each ?lter means pass- 5 
ing a different portion of the electromagnetic spec 
trum; 

means receiving the electromagnetic wavelengts 
passed by said plurality of ?lter means for translat 
ing said portions of said electromagnetic radiation 
passed by said ?lter means into a corresponding 
plurality of images; 

means coupled to said translating means for selecting 
one of said images formed from said portions of . 
said electromagnetic wavelengths as a function of 15 
varying detectability conditions; and 

image processing means coupled to said selecting 
means which uses said selected image to determine 
if an object is present and generates a signal indica 
tive thereof. 

17. The machine vision system of claim 16, wherein 
20 

said selecting means includes: 
clocking means for differentiating between daytime 
and nighttime, and 

wherein said selecting means selects a default image 
from a ?rst portion of said electromagnetic wave 
length during daytime and a default image from a 
second portion of said electromagnetic wavelength 
during nighttime. 

18. The machine vision system of claim 17, wherein 

25 
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said selecting means further includes: 

clocking means coupled to said image processing 
means for measuring a ?rst length of time that no 
object is present; and 

means coupled to said clocking means for changing 
to an image other than said default image when said 
?rst length of time has expired. 

19. The machine vision system of claim 18, wherein 

35 

said selecting means further includes: 
clocking means coupled to said image processing 40 
means for measuring a second length of time that 
no object is present when said selecting means has 
selected said non-default image; and 

means coupled to said clocking means for returning 
to said default image when said second length of 45 
time has expired. 

20. The machine vision system of claim 19, wherein 
said ?rst length of time is greater than said second 
length of time. 

21. The machine vision system of claim 17, wherein 50 
said image processing means includes a means for gen 
erating edge density values from said default images; 
and 
wherein said selecting means includes: 
means for generating a running average of said de 

fault image edge density value; 
means coupled to said generating means for compar 

ing said running average edge density value with 
said default image edge density value; and 

means coupled to said comparing means for selecting 
an image other than said default image when said 
default image edge density value is less than said 
running average edge density value by a predeter 
mined amount. 

22. The machine vision system of claim 16, wherein 

55 

60 

65 
each of said ?lter means comprises a bandpass ?lter. 

23. The machine vision system of claim 22, wherein 
said bandpass ?lters include bandpass ?lters operating 

20 
at the visible light spectrum, the ultraviolet spectrum, 
and the infrared spectrum. 

24. A machine vision system for detecting and recog 
nizing objects, comprising: 
means for receiving electromagnetic wavelengths of 

varying frequencies from the object; 
a plurality of ?lters receiving said electromagnetic 

wavelengths from said receiving means and each 
passing a portion of said electromagnetic wave 
lengths as a function of the frequency of the elec 
tromagnetic spectrum; 

means for translating portions of said electromagnetic 
wavelengths into a corresponding plurality of im 
ages; 

storing means for storing multiple reference object 
images; and 

imaging processing means coupled to said translating 
means which compares at least one of said plurality 
of images with said reference object images to 
determine if an object is present and generates 
signals indicative of which of said multiple refer 
ence object images most closely matches said at 
least one of said plurality of images. 

25. The machine vision system of claim 24, further 
comprising: 

selecting means for selecting one of the plurality of 
images passed through a respective one of the ?l 
ters as a function of varying detectability condi 
tions. 

26. The machine vision system of claim 25, wherein 
the selecting means comprising: 

clocking means for differentiating between daytime 
and nighttime; and 

wherein said selecting means selects a default image 
from a ?rst portion of said electromagnetic wave 
lengths during daytime and a default image from a 
second portion of said electromagnetic wave 
lengths during nighttime. 

27. The machine vision system of claim 26, wherein 
said selecting means further includes: 

clocking means coupled to said image processing 
means for measuring a ?rst length of time when no 
vehicle is present; and 

means coupled to said clocking means for changing 
to an image other than said default image when said 
?rst length of time has expired. 

28. The machine vision system of claim 27, wherein 
said selecting means further includes: 

clocking means coupled to said image processing 
means for measuring a second length of time when 
no vehicle is present when said selecting means has 
selected said non-default image; and 

means coupled to said clocking means for returning 
to said default image when said second length of 
time has expired. 

29. The machine vision system of claim 28, wherein 
said ?rst length of time is greater than said second 
length of time. 

30. The machine vision system of claim 26, further 
comprising: 

said image processing means includes a means for 
generating edge density value from said default 
images; and 

wherein said selecting means includes: 
means for generating a running average of said de 

fault image edge density value; 
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means coupled to said generating means for compar- 31. The machine vision system of claim 24, further 
ing said running average edge density value with comprising: 
said default image edge density value; and said means for receiving electromagnetic wave 

means coupled to said comparing means for selecting lengths has a ?eld of view; and 
an image other than said default image when said 5 control means for selecting a plurality of zones within 
default image edge density value is less than said said ?eld of view, each of said plurality of zones 
running average edge density value by a predeter- being a rectangular-shaped zone. 
mined amount. ' * * * * ‘ 
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