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[57] ABSTRACI‘ 
A method and apparatus for the identi?cation of spatial 
patterns that occur in two or more scenes or maps. Each 
pattern comprises a set of points in a spatial coordinate 
system collectively represented by the geometrical ?g 
ure formed by connecting all point pairs by straight 
lines. The pattern recognition process is one of recog 
nizing congruent geometrical ?gures. Two geometrical 
?gures are congruent if all the lines in one geometrical 
?gure are of the same length as the corresponding lines 
in the other. This concept is valid in a spatial coordinate 
system of any number of dimensions. In two- or three 
dimensional space, a geometrical ?gure may be consid 
ered as a polygon or polyhedron, respectively. Using 
the coordinates of the points in a pair of congruent 
geometrical ?gures, one in a scene and the other in a 
map, a least squares error transformation matrix may be 
found to map points in the scene into the map. Using the 
transformation matrix, the map may be updated and 
extended With points from the scene. If the scene is 
produced by the sensor system of a vehicle moving 
through an environment containing features at rest, the 
position and orientation of the vehicle may be charted, 
and, over a series of scenes, the course of the vehicle 
may be tracked. If the scenes are produced by a sensor 
system at rest, then moving objects and patterns in the 
?eld of view may be tracked. 
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METHOD AND APPARATUS FOR TRACKING, 
MAPPING AND RECOGNITION OF SPATIAL 

PATTERNS 

I. BACKGROUND-FIELD OF INVENTION 

The invention concerns methods and apparatus for 
the recognition, tracking and mapping of spatial pat 
terns for a variety of uses. 

II. BACKGROUND—DESCRIPTION OF PRIOR 
ART 

1 The background may be divided into three connected 
parts: method, apparatus and applications: 

A. Method 

The fundamental process is one of recognition of 
unique spatial patterns that recur in two or more scenes. 
A comprehensive reference of the existing methods is 
given by Paul J. Besl in his article, “Geometric Model 
ing and Computer Vision,” Proceedings of the IEEE, 
pages 936 to 958, Volume 76, Number 8, August 1988. 
The methods may be divided into two main categories: 
linear and nonlinear. The method of the invention falls 
in the latter category. 

A.l Linear methods: 
The linear methods are based on the crosscorrelation 

process, which is inherently linear. It has a number of 
drawbacks, however. One drawback is that it requires a 
large amount of computation power. Attempts to im 
prove the computational ef?ciency include hierarchical 
correlation processing and hierarchical organization of 
the scene. Another drawback is its inef?ciency in deal 
ing with patterns of unknown rotation. To remedy this 
problem, there have been several attempts, in both 
space and wave number domains, to develop rotation 
invariant methods. In all cases, the computational ef?' 
ciency could only be increased at the expense of re 
duced scene resolution and a degradation in the recog 
nition performance. In applications where there is a 
large amount of redundancy in the pattern, such as in 
the recognition of printed text, this is not a serious 
drawback. A third drawback is the tendency of the 
crosscorrelation process to give ambiguous or false 
results when the scene is noisy, imperfect or incom 
plete. 

A.2 Nonlinear methods 
The nonlinear methods are a loose collection of hen 

ristic methods based on feature extraction and pattern 
matching concepts, in which the position and orienta 
tion of a set of features in a spatial coordinate system is 
termed a pattern. In a two-dimensional scene, features 
may include discrete points, texture, gray scale, lines, 
curves and corners, and planar surfaces. In a two-di 
mensional space, the pattern formed by a set of points 
may be represented by a polygon, and in a three-dimen 
sional space, a polyhedron. Feature extraction and pat 
tern matching have been successfully applied to certain 
types of optical and radar images, and in the recognition 
of printed and handwritten text. 
The method of the invention is one of recognizing 

patterns that may be considered as geometrical ?gures, 
including polygons and polyhedrons. In practice, the 
computation resources and computation time required 
by the existing methods of recognizing polygons and 
polyhedrons increase sharply with scene complexity, 
therefore they are most useful when applied to simple 
scenes or selected parts of complicated scenes. This is 
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2 
quite acceptable for scenes which contain simple pat 
terns or complicated patterns with much redundancy, 
but not for cluttered scenes that may contain incom 
plete patterns with little redundancy. In this respect, the 
method of the invention is superior to existing methods. 

B. Apparatus 

The invention is expected to be particularly useful in 
practical applications of pattern recognition, where the 
available space and electrical power are limited. These 
limitations impose de?nite constraints on the design of 
the apparatus. For example, in an autonomous underwa 
ter vehicle, it is estimated that a few tens of watts of 
electrical power may be available for navigation and 
guidance computations. Using CMOS technology, it is 
possible to achieve processing rates of more than 10 
million integer multiply-and-accumulate operations per 
second (Mmacs) for a power consumption of only one 
watt. Therefore, an acceptable . navigation processor 
should not require more than a few hundred Mmacs of 
processing power. These constraints effectively exclude 
a large proportion of the above mentioned methods 
from applications in autonomous underwater vehicles. 

C. Applications 

The invention is expected to be particularly useful to 
applications in autonomous navigation. There are a 
number of autonomous navigation system in existence. ‘ 
They include ballistic missile and cruise missle guidance 
systems. Equivalent systems for autonomous underwa 
ter or land vehicles, that can guide an unmanned craft to 
its destination over long distances, are still in their in 
fancy. The navigation methods and equipment of exist 
ing unmanned autonomous underwater vehicles, de 
scribed by Stephen H Eppig in a paper entitled, “Au 
tonomous vehicles for underwater search and survey,” 
presented at the 4th International Symposium on Un 
manned Untethered Submersible Technology June 
24-27 1985, are based on a combination of inertial navi 
gation system aided by Doppler or correlation sonars 
with periodic course corrections provided by acoustic 
ranging. Acoustic ranging systems rely on a network of 
acoustic transponders that must be deployed at strategic 
positions within the operating area, therefore they can 
not be considered as selfcontained systems. The Dop 
pler or correlation sonars provide a measurement of 
cruising velocity that may be integrated to give an esti 
mate of the distance traveled. In conjunction with an 
inertial navigation system, the velocity measurements 
may be used to estimate course and position relative to 
a set of known starting coordinates. 

Systems based on the Doppler or correlation sonars 
are the only selfcontained underwater navigation sys 
terns currently available, i.e. systems that do not require 
external equipment such as beacons or transponders. 
Both types of sonars are inclined to give velocity mea 
surement errors, particularly over sloping ocean bot 
toms or moving scattering layers. The resulting error in 
the position estimation is cumulative, therefore, correc 
tive position ?xes by other means are necessary at peri 
odic intervals. Systems based on velocity measurement 
and integration are also incapable of recognizing previ 
ously traversed areas. Apart from this invention, there 
are no selfcontained systems that can successfully navi 
gate by the tracking and recognition of naturally occur 
ring features on the ocean bottom; contributing factors 
include the relative scarcity of information in sonar 
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images and the substantial computation resources re 
quired by existing methods. The method of the inven 
tion is successful because it is particularly ef?cient in its 
use of information and computation resources. 

III. OBJECTS AND ADVANTAGES 

Accordingly I claim the following as objects and 
advantages of this invention: to provide a method and 
apparatus for the recognition, tracking and mapping of 
spatial patterns, using a pattern recognition process 
whose distinguishing features are (a) the concept of 
congruent geometrical ?gures and (b) a maximum likeli 
hood method of ef?ciency enhancement. 

In addition, I claim the following objects and advan 
tages: to provide a method and apparatus that facilitates 
the navigation of manned or unmanned vehicles 
through the recognition, tracking and mapping of spa 
tial patterns formed by environmental features, to pro 
vide a method and apparatus to produce and store fea 
ture maps, to provide a method and apparatus to recog 
nize previously encountered areas and to track vehicle 
position and orientation with the aid of feature maps. 

Further objects and advantages of the invention may 
be found from the ensuing description and accompany 
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ing drawings. 25 

IV. DRAWINGS AND FIGURES 

FIG. 1 illustrates the application of pattern recogni 
tion to navigation. 
FIG. 2 illustrates the pattern recognition concept. 30 
FIG. 3 illustrates the process of navigating a course 

using an existing feature map. 
FIG. 4 illustrates the process of navigating a course 

and the accumulation of a feature map. 
FIG. 5 shows the flowchart of a navigation system. 
FIG. 6 shows the ?owchart of the position and orien 

tation tracking processor. 
FIG. 7 shows the ?owchart of the list of matched 

lines reduction processor. 

V. DRAWING REFERENCE NUMERALS 

1 discrete features 
2 previous position 
3 current position 
4 ?eld of view at the previous position 
5 ?eld of view at the current position 
6 discrete features that are common to both ?elds of 
view 

7 feature map 
8 current scene 
9 vehicle position on feature map 
10 starting point 
11 destination 
l2 navigation processor 
13 mission objectives 
l4 sensor system for detecting and locating environ 
mental features 

15 position and orientation tracking processor 
16 steering and speed correction processor 
17 steering and speed controller 
18 clustering processor 
19 compacted scene 
20 spatial pattern recognition processor 
21 list of matched lines compilation processor 
22 list of matched lines 
23 list of matched lines reduction processor 
24 reduced list of matched lines 
25 congruent geometrical ?gures recognition processor 
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4 
26 congruent geometrical ?gures 
27 coordinate transformation matrix computation pro 

cessor 

28 map updating processor 
29 vehicle velocity, position and orientation computa 

tion processor 
30 common matched lines tallying processor 
31 tally matrix 
32 list of likely matched points compilation processor 
33 list of likely matched points 
34 list of likely matched lines compilation processor 
35 list of likely matched lines 
36 matched lines elimination processor 

VI. DESCRIPTION 

In the following, the invention in and its application 
in the navigation of a vehicle is described. The naviga 
tion application is described because it well illustrates 
the operation of the invention. The description is given 
in two levels: concept and process. At the concept 
level, a qualitative description is given of the invention 
and its uses as a navigation tool. At the process level, 
the operation of the invention within a navigation sys 
tem is described in detail. 

A. Concept 

Consider a vehicle, traveling through an environment 
in which there are a number of features, and equipped 
with a sensor system that is able to detect the features 
and to estimate the position of each feature relative to 
the vehicle. Practical examples include: a space craft 
equipped with an optical imaging and ranging system 
traveling through a planetary system, an aircraft 
equipped with radar traveling over a terrestrial area, 
and an underwater vehicle equipped with sonar travel 
ing over the ocean bottom. In the ?rst example, the 
relevant features may be celestial objects, in the second 
example, telephone poles, trees and other landmarks 
that are detectable by a radar system, and in the third 
example, rocks, clumps of coral and other features of 
the ocean bottom that are detectable by a sonar system. 

In FIG. 1, a vehicle is shown traveling over an area 
containing discrete features 1 that are detectable to its 
sensor system. The illustration shows the vehicle at a 
previous position 2 and its current position 3. At the 
previous position 2, the vehicle has a certain ?eld of 
view 4, in which it detects a number of the features. Let 
the ?eld of view 5 at the current position overlap the 
?eld of view 4 at the previous position. For each ?eld of 
view, the sensor system provides a set of information, 
called a scene, comprising the signal intensities pro 
duced by the detected features and their estimated posi 
tions relative to the vehicle. The position of each fea 
ture is represented by a single point in a spatial coordi 
nate system. A number of features 6 lie within the inter 
section of the two ?elds of view, consequently they 
must be represented in the two corresponding scenes. 
An apparatus, that can recognize and match the points 
representing the common features 6 in the two scenes. 
will enable the vehicle to track its movement from the 
previous position 2 to the current position 3. 

Using the positional information provided by the 
sensor system, straight lines may be used to connect any 
set of points within a scene to form a geometrical ?gure. 
The geometrical ?gure is uniquely de?ned by the lights 
of the lines joining all point pairs within the set. This 
concept is valid in a spatial coordinate system of any 
number of dimensions. In a two- or three-dimensional 
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space, the geometrical ?gure may be considered as a 
polygon or polyhedron, respectively. By this concept, 
the common features 6 may be described as a geometri 
cal ?gure. If all the lines in one geometrical ?gure are of 
the same length as the corresponding lines in another 
geometrical ?gure, then the two are said to be congru 
ent. It follows from the above de?nition of the geomet 
rical ?gure that identical geometrical ?gures must be 
congruent. Therefore, the process of recognizing com 
mon features in two ?elds of view may be formulated as 
one of recognizing congruent geometrical ?gures be 
tween the two corresponding scenes. 
The geometrical ?gure formed by the common fea 

tures 6, and the positions of the vehicle relative to it, are 
illustrated in FIG. 2. The vehicle positions 2 and 3, 
relative to the geometrical ?gure, are constructed from 
the positional information contained in the two scenes. 
The change in position of the vehicle from 2 to 3 is 
equal to the difference between the two position vec 
tors. 

In general, a map may be de?ned as a collection of 
points in space whose positions relative to accepted 
geographical references are known, or considered to be 
known. If the previous position and orientation of the 
vehicle 2 is known or considered to be known, then the 
corresponding scene may be converted into a map. 
Through the recognition congruent geometrical fig 
ures, the current vehicle position may be charted on the 
map. 
With reference to FIG. 3, if a map 7 of an operating 

area were available, then congruent geometrical ?gures 
between a current scene 8 and the map may be used to 
chart the position of the vehicle 9 in the map. In this 
way, the course and position of the vehicle may be 
continuously tracked. This concept may be used to 
guide a vehicle from a starting position 10 to its destina 
tion 11, as illustrated in FIG. 3. 

In the absence of a map, a vehicle may guide itself 
towards a designated destination 11, de?ned in terms of 
a distance and bearing from a known starting orienta 
tion and position 10, through the following steps: Using 
the known starting position and orientation, the con 
tents of a scene acquired at the starting position and 
orientation may be converted into a map. Then, 
through a series of overlapping scenes linked by con 
gruent geometrical ?gures, the map may be extended in 
the direction of the destination by the accumulation of 
interlocking geometrical ?gures, as illustrated in FIG. 
4. The process may be continued until the requisite 
distance is covered. 

B. Process 

A description of the invention and its application to 
vehicle navigation will be given, with particular empha 
sis on underwater vehicles. A simpli?ed flowchart of a 
navigation system is shown in FIG. 5. The navigation 
processor 12 is driven by the mission objectives 13. A 
sensor system 14 is used to provide the navigation pro 
cessor with scenes that represent features in the envi 
ronment. The navigation processor may be subdivided 
into two component processors, a position and orienta 
tion tracking processor 15, and a steering an speed cor 
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rection processor 16; both may request the sensor sys- ' 
tem to provide a new current scene 8 as necessary. The 
steering an speed correction processor drives a steering 
and speed controller 17 which operates the steering and 
propulsion units, thus closing the control loop. 

65 
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In this application, the invention is the position and 

orientation tracking processor 15. The components of 
the navigation system are described in the following 
sections. In particular, the operation of the invention, 
that is the position and orientation tracking processor, is 
described in section B2 and its subsections 8.2 a 
through B.2.d. 
B1 The sensor system 
A suitable sensor system is used to produce a scene, 

by detecting the presence of discrete features within the 
?eld of view and to estimate their positions relative to 
the vehicle. Many types of sensor systems are capable of 
producing scenes of this type, such as radar, lidar, and 
stereoscopic passive sensor systems. For an underwater 
vehicle, the sensor system is usually a sonar system. A 
brief description of the operation of a suitable sonar 
system will be given for completeness. 
The sonar system detects features on the ocean bot 

tom through the ability of the features to scatter sound. 
Features are detected by collecting the backscattered 
sound signals produced by sound waves impinging on 
them. The sonar system includes beamformers that are 
used to separate the backscattered signals into beams 
according to their directions of arrival. A peak in the 
intensity of the signals in any beam is indicative of a 
feature in the corresponding direction; the travel time 
of the signal peak is measured and-used to estimate the 
range of the indicated feature. Suitably prominent signal 
peaks are collected. For each peak, the position of the 
corresponding feature is calculated from the estimated 
range and direction of arrival. The result is a set of data 
points that constitute the current scene 8, each data 
point containing a signal intensity and an estimate of 
position relative to the sensor position. 
By implication, the sensor position must be at the 

origin of the coordinate system of the point positions. 
For simplicity, a principal axis of the coordinate system 
is aligned with the sensor orientation. Since the sensor 
system is an integral part of the vehicle, the sensor 
position and orientation may be considered identical to 
the position and orientation of the vehicle. 

B.2 Position and orientation tracking processor 
The position and orientation tracking processor is 

illustrated in FIG. 6. It is subdivided into a number of 
component processors described as follows. 

B.2.a Clustering processor: In practice, the position 
of every point in a scene is subject to a degree of uncer 
tainty. At any given level of con?dence, the uncertainty 
may be expressed in terms of a con?dence interval. 
Using simple decision theory methods, the con?dence 
interval of the position of a point is calculated from the 
feature location accuracy of the sensor system and the 
selected con?dence level. The feature location accu 
racy of the sensor system is determined by physical 
factors and the characteristics of the sensor system. The 
selected con?dence level is a parameter with possible 
values between 0 and 100%; while there are no set rules 
regarding its proper value. intermediate values have 
been found to give satisfactory results. 

In practice, more than one data point may be found 
within the span of a con?dence interval. The presence 
of more than one data point within a con?dence interval 
represents an unnecessary redundancy. Therefore, a 
clustering processor 18 is used to identify groups of two 
or more points that occupy a space too small to be 
reliably resolved by the sensor system at the selected 
con?dence level, and replace each group by a single 
representative data point at the centroid of the group; 
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'“ the centroid is de?ned as the average position weighted 
by signal intensity. Then, a unique identi?er is assigned 
to each data point. An identi?er may be a character 
string, bit pattern or any other suitable form of symbolic 
information. The result is a compacted scene 19. 

B.2.b The spatial pattern recognition processor: The 
operation of the spatial pattern recognition processor 20 
is based on the criterion: 
Two geometrical ?gures are congruent if the straight 
lines connecting all corresponding point pairs are of 
equal length; - - 

A straight line is de?ned as the shortest path between 
two points in a space of one or more dimensions, not 
necessarily limited to three dimensions. 

Before going into the description of the processor 
itself, there are two important practical aspects that 
need to be considered, line length accuracy and recog 
nition performance. 
I Just as there are uncertainties associated with the 
point positions, there must be uncertainties associated 
with the length of lines joining pairs of points. This 
uncertainty may also be allowed for in the form of a 
con?dence interval. Thus, two line lengths are consid 
ered equal if the difference is within their combined 
con?dence interval. The combined con?dence interval 
may be approximated by the incoherent sum of the 
resolved con?dence intervals of the positions of the 
four end points. 
As a consequence of line length uncertainties and 

other imperfections, it must be concluded that, in prac 
tice, there is a ?nite probability that the performance of 
the recognition processor may be less than perfect. 
Following standard decision theory methodology, the 
performance may be expressed in terms of the probabil 
ity of detection and the probability of false alarm; in this 
context, “detection” refers to the proper recognition of 
congruent geometrical ?gures, and “false alarm” refers 
to a false recognition. In order to achieve or exceed a 
prescribed level of performance, it can be shown that 
the number of points in the congruent geometrical ?g 
ures must be equal to or exceed a minimum threshold 
‘number. The said threshold number may be calculated 
from the required probabilities of detection and false 
alarm, the con?dence intervals of the point positions, 
the dimensions of the compacted scene and the relevant 
region of the map, and the average densities of the 
points in the compacted scene and in the map. 

Using information available to the navigation system, 

O 
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such as estimated vehicle velocity and elapsed time, it is - 
often possible to limit the search to a relevant region in 
the map containing all the points that may be expected 
to form a geometrical ?gure congruent with another in 
the compacted scene. Similar search limits may also be 
applicable within the compacted scene. These limits can 
help improve performance and reduce costs. By calcu 
lating all the combinations and permutations that have 
to be tested, and given the above practical consider 
ations, it can be shown that, to achieve a useful level of 
performance, a direct search, of scenes and maps pro 
duced by sonars, would be prohibitively costly in terms 
of search time and computation resources. A signi? 
cantly more efficient method, embodied in the spatial 
pattern recognition processor 20, is hereby disclosed. 
The spatial pattern recognition processor 20 may be 

divided into three parts: 
(1) A processor 21 is used for comparing the lengths 

of straight lines between point pairs in the compacted 
scene to those of a relevant set of point pairs in the map 

50 
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and compiling a list of all point pairs of equal line 
lengths at the required con?dence level, known as the 
list of matched lines 22. The list is a symbolic list com 
prising a series of entries, each entry containing the 
identi?ers of two points in the compacted scene and the 
identi?ers of two points in the map that are joined by 
lines of equal length. The list is expected to be quite 
lengthy, therefore it should be well organized for ef? 
cient searching: The contents of each entry should be 
arranged in a de?nite order, with the identi?ers from 
the compacted scene and those from the map paired and 
arranged in a de?nite order; and the identi?ers within 
each pair ordered in a de?nite order, such as by alpha 
betical or numerical order. The entries should also be 
ordered in a de?nite order according to their contents, 
such as by alphabetical or numerical order. 

(2) A list reduction processor 23 is used to reduce the 
list 22 by a maximum likelihood method. Its ?owchart is 
shown separately in FIG. 7. The process involves the 
generation'of a series of lists. For ef?cient searching, 
each list should be organized in a similar way to the list 
of matched lines. The processor 23 may be divided into 
four parts: 

(a) A processor 30 for producing a tally matrix 31 of 
the number of matched lines that are common be~ 
tween each point in the compacted scene and an 
other point in the map, by tallying the entries in the 
list 22 that contain each point pair. The resulting 
tally matrix 31 comprises a two-dimensional array,. 
with the columns assigned to the points in the com 
pacted scene, one point per column, and the rows 
assigned to the relevant set of points in the map, 
one point per row, and containing the number of 
matched lines common to all point pairs corre 
sponding to the intersecting rows and columns. 

(b) A processor 32 for compiling a list of pairs of 
likely matched points 33, by searching each row 
and each column of the tally matrix for the maxi 
mum tally, and taking the point pairs correspond 
ing to the columns and rows that intersect at each 
maximum. 

(0) A processor 34 for searching the list 33 to ?nd the 
likely corresponding point pairs in the map for 
every pair of points in the compacted scene that is 
contained in the list of matched lines 22, and col 
lecting the results into a list of likely matched lines 
35. 

(d) An elimination processor 36 for producing a re 
' duced list of matched lines 24 by comparing the 

lists 22 and 35, and retaining only the matched lines 
that appear on both lists. 

(3) Returning to FIG. 6, a processor 25 is used for sys 
tematically searching the list 24 to ?nd a pair of con 
gruent geometrical ?gures of the required minimum 
number of points, and if not found, rejecting the cur 
rent scene and requesting a new current scene from 
the sensor system for processing. If a pair of congru 
ent geometrical ?gures is found, it is sent to the next 
processor in the flowchart. The systematic search 
process is one of branching and backtracking through 
a series of steps until either a pair of congruent geo 
metrical ?gures of the required number of points is 
found or the number of matched lines in the list is 
exhausted, including the steps of: 
(a) selecting and permanently removing an initial pair 

of matched lines from the list 24 and advancing to 
the next higher step (b), 
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(b) searching the list, using an ef?cient method such 

as a binary search, to find two pairs of matched 
lines to connect the initial pair of lines with a third 
pair of points and form a pair of congruent trian 
gles, and if found: temporarily removing the two 
pairs of matched lines from the list and advancing 
to the next higher step (0), but if not found: restor 
ing to the list all matched lines temporarily re 
moved, and returning to (a) for a new initial pair of 
matched lines, 

(o) searching the list, using an ef?cient method such 
as a binary search, to ?nd three pairs of matched 
liens to connect a new pair of points with all points 
in the congruent triangles and form a pair of con 
gruent tetrahedrons, and if found: temporarily re 
moving the three pairs of matched lines from the 
list and advancing up to the next higher step (d), 
but if not found: removing from the congruent 
triangles the two matched lines added in the adja 
cent lower step (b), restoring to the list any 
matched lines temporarily removed at this and 
higher steps, and returning to the adjacent lower 
step (b), 

(d) and all higher steps: 
searching the list, using an ef?cient method such as 
a binary search, to ?nd additional matched lines to 
connect a new pair of points with all points in the 
pair of congruent geometrical ?gures and form a 
pair of congruent geometrical ?gures containing an 
additional pair of points, and if found: temporarily 
removing the additional matched lines from the list 
and advancing to the next higher adjacent step, but 
if not found: removing from the congruent geomet 
rical ?gures the matched lines added in the adja 
cent lower step, restoring to the list any matched 
lines temporarily removed at this and higher steps, 
and returning to the adjacent lower step to con 
tinue the search. 

The spatial pattern recognition processor 20 is a key 
part of the invention. The list reduction processor 23 is 
the crucial component that gives the spatial pattern 
recognition processor its conspicuous ef?ciency. The 
sequential arrangement of the component processors 
and the separation of the arithmetic and symbolic oper 
ations, whereby the processors in parts (1) and (2) per 
form mainly numerical arithmetic operations, while 
those in part (3) perform only symbolic operations, have 
practical advantages. The former allows the use of mul 
tiple processors arranged in a production line for fast 
real time processing. The latter allows the use of sepa 
rately optimized symbolic and arithmetic processors, 
which should be more efficient than using general pur 
pose processors to perform both types of operations. 

B,2.c Map update: Using the coordinates of the points 
contained in the congruent geometrical FIGS. 26, a 
processor 27 is used to for computing a least-squares 
error coordinate transformation matrix to properly map 
the points in the compacted scene 19 into the map‘ 7. 
Optionally, independent heading information from an 
other instrument such as a magnetic compass may be 
used to con?rm or improve the rotation component of 
the transformation. The use of independent heading 
information may reduce charting errors when the map 
is being extended into uncharted regions. 
A processor 28 is used for updating the map with the 

contents of the current scene through the transforma 
tion matrix produced by 27, including the follow steps: 

10 

O 

45 

65 

10 
(a) mapping the points from the compacted scene into 

the map using the transformation matrix, 
(b) entering points mapped from the compacted scene 

into the map on a contingency basis where their con? 
dence intervals do not overlap the con?dence intervals 
of existing points in the map, 

(c) con?rming existing points in the map where their 
con?dence intervals overlap the con?dence intervals of 
the mapped points, 

(d) removing points from the map that were entered 
on a contingency basis from previous scenes and lie 
within the ?eld of view, but whose con?dence intervals 
consistently fail to overlap those of points mapped from 
this and other compacted scenes 

B.2.d The vehicle velocity, position and‘ orientation 
computation processor: A processor 29 is used for com 
puting the position and orientation of the vehicle in the 
map by applying the transformation matrix produced by 
27 to the vehicle orientation and position at the origin of 
the coordinate system of the compacted scene, compil 
ing a time history of the position and orientation of the 
vehicle, and estimating the velocities of the vehicle 
from the time history. 

B.3. Steering and speed correction processor Return 
ing to FIG. 5, the steering and speed correction proces 
sor 16 is used for comparing the time history of the 
position and orientation of the vehicle produced by 15 , 
with the desired course and speed dictated by the mis 
sion objectives 13, computing the corrective measures 
necessary to achieve and maintain the appropriate 
course and speed consistent with the mission objectives, 
and checking that the corrections are effective, by re 
questing a new current scene from the sensor system for 
processing at appropriate times. The corrective mea 
sures are put into effect by the steering and speed con 
troller 17, thus closing the control loop. 

C. Testing 
The operation of the invention was tested by com 

puter simulation. With reference to FIG. 5, an existing 
sonar system of the Applied Research Laboratories of 
the University of Texas at Austin was used as the sensor 
system 14 to generate the map 7 and the current scene 8 
in a digital form. The essential components of the inven 
tion, which is contained in the position and orientation 
tracking processor 15, speci?cally the clustering pro 
cessor 18-through the coordinate transformation matrix 
computation processor 27 in FIG. 6, were simulated in 
three stages: 

(1) The ?rst stage, which included the clustering 
processor 18, compacted scene 19, the list of matched 
lines compilation processor 21, list of matched lines 22, 
and the list of matched lines reduction processor 23, 
produced the the reduced list of matched lines 24. The 
?rst stage was simulated in a computer program called 
PREATS, written in FORTRAN by Ann Clancy, and 
executed on a CDC CYBER 830 computer manufac 
tured by the Control Data Corporation. 

(2) The second stage, which included the congruent 
geometrical ?gures recognition processor 25, extracted 
the congruent geometrical FIGS. 26 from the reduced 
list of matched lines 24. The second stage was initially 
simulated in a computer program called LISPCODE 
DEV—6, written LISP by Douglas K. Walker and exe 
cuted on a Macintosh computer under the ExperLisp 
system. The Macintosh computer is manufactured by 
Apple Computer Inc. and the ExperLisp software sys 
tem is produced by ExperTelligence Inc. However, 
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LISPCODE-DEV-6 was found to occasionally give 
erroneous results. The problem was solved by replacing 
LIPSCODE-DEV-6 with a program called CFGIF, 
written by the applicant in Microsoft Excel macro lan 
guage on a Macintosh computer. Microsoft Excel is a 5 
spreadsheet software system produced by the Microsoft 
Corporation. 

(3) The third stage, which included the coordinate 
transformation matrix computation processor 27, com 
puted a coordinate transformation matrix from the con 
gruent geometrical FIGS. 26 provided by the second 
stage. The third stage was simulated in a program called 

10 

12 
SENSOR TRACKING, written by the applicant as a 
Microsoft Excel spreadsheet on a Macintosh computer. 
Using real data from a moving sonar that was periodi 

cally sensing the sea?oor, said coordinate transforma 
tion matrix obtained by said computer simulation was 
checked against independent references computed by 
acoustic and radio navigation methods. The test was 
repeated with several data sets. The test results indi 
cated that the method of the invention is sound. Listings 
of the programs PREATS, LISPCODE-DEV-6, 
CFGIF and SENSOR TRACKING are given in the 

' Appendix. 

PATENT APPLICATION OF 
Nicholas P. Chotiros 

For 
METHOD AND APPARATUS FOR 

TRACKING, MAPPING AND RECOGNITION 
OF SPATIAL PATTERNS: 

APPENDIX 

PREAT5: 

PROGRAM PREATS (INPUT, OUTPUT, TAPEl, TAPE3, TAPE4 , TAPES, TAPE2) 

OF EVENTS . OOOOOOOOQOQO 
TAPE3 O0 
TAPE4 O 

C TAPES 
' COMMON POLYGON. 

PREAT FINDS THE X AND Y COMPONENTS OF THE DISTANCE FROM 
THE SONAR TO AN EVENT AND THE SIGNAL STRENGTH OF THAT EVENT. 
PREAT ALSO FINDS THE DISTANCE BETWEEN 2 EVENTS IN A PING 
AND ALL PAIRS OF EVENTS IN THE NEXT PING THAT HAVE THIS - 
SAME DISTANCE BETWEEN THEM (WITHIN +—DELTA) 
NLINS CONTAINS THE LIKELIHOOD RATIOS THAT A POINT IS ' DESIREABLE 
BASED ON THE COUNT OF THE NUMBER OF CORRESPONDING PAIRS 

BUT GREATER THAN DISMI 

TAPEl INPUT FILE CONTAINING THE SONAR POSITION AT A PING 
AND ALL THE EVENTS CORRESPONDING TO THAT PING. 
AND Y POSITION OF EACH EVENT ARE ALSO PROVIDED. 

THEX 

OUTPUT FILE THAT LISTS MATCHING EVENTS FROM THE FIRST 
PING IN A PING PAIR TO THE SECOND PING. 

OUTPUT FILE WITH DEBUG DIAGNOSTICS. 

OUTPUT FILE OF LIKELY MATCHED LINES BELONGING TO A 

COMMON /DATA1/ TPRZ (70,2) ,AZIM(70,2) ,IEVENT(2) ,MATCH(70,2) , 

COMMON /DATA2/ NLINS(70,70),RLINS(70,70) 
COMMON /STAT1/ NHIST(20,2) 
COMMON /MAT/ MATCN,MATCT,MATCNP 
COMMON /CONS'I’/ TPLPLHPI 

DIMENSION SBLIN (70, 2), LMATCH (70, 70) 

EQUIVALENCE (LMATCH(1,1),RLINS(I,1)) 
EQUIVALENCE (SBLIN (l, l) , NLINS (l, l) ) 
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DATA NLINM/70/ 
DATA LINMAx/14000/ 

HPI = ASIN(l . 0) 

PI = 2.*HPI 

TPI = 2. *PI 

C INPUT VALUES FROM USER 

PRINT*, "ENTER MAXIMUM NUMBER OF EVENTS TO USE IN EACH PING" 
READ *,MX.EVTS 

PRINT*, "ENTER MAXIMUM AND MINIMUM TARGET NUMBERS TO BE USED" 
PRINT*, "FOR NON‘I‘ARGET EVENTS ONLY, ENTER 0, 0" 
READ*,ITGMAX,ITGMIN 
PRINT“, "ENTER MAXIMUM DISPLACEMENT BETWEEN PINGS (METERS) " 

READ",DISMAX 
PRINT‘k, "ENTER MINIMUM NUMBER OF MATCHED LINES" 
READ",LINMIN 
PRINT*, "ENTER DELTA TIME FOR POINT REDUCTION" 
READ*,DELTAT 
DELTTZ = DELTAT*2. 
PRINT", "ENTER DELTA AZIMUTH FOR POINT REDUCTION" 

READ*,DELTAA 
DELTAA = DELTAA*PI/l80. 
DELTA2 = DELTAA*2. 
PRINT", "ENTER 1 TO TRACK ADJACENT PINGS, ENTER 2 TO TRACK ONE 

+ PING WITH SUBSEQUENT PINGS" 
READ *, ITRACK 

IF (MXEVTS.GT.NLINM) MXEVTS = NLINM 
TPRMAX = DISMAX*2./l500. 

C READ FIRST 2 LINES OF INPUT FILE CONTAINING RUNTIME INFO 

READ(l,l400) ICOMM _ 

READ (l, l40l\ - . ,- .'.DATE, ITIME, IFREC, ILREC,RCANG1, RCANGZ 

C PRINT OUT FIRST 2 LINES TO OUTPUT FILE 

WRITE (5, 1405) ICOMM,DELTA,DISMIN 
WRITE (5, 1401) KEY, IDATE, ITIME, IFREC, ILREC,RCANG1, RCANGZ 

C 
1400 FORMAT (GAIO) 
1405 FORMAT (6Al0, 1X,F5. 2,F5. 0) 
1406 FORMAT (6Al0, / 

1 "MAXIMUM AND MINIMUM TARGET NUMBERS ALLOWED = 215/ 
1 "MAXIMUM EVENTS CUTOFF = 15/ 
1"NAXIMUM EXPECTED DISPLACEMENT BETWEEN PINGS (METERS) = ",FlO . 1/) 

1401 FORMAT (3 (A10, 1X) , 5X, I3, 2X, I3, 2X, 2 (F6 . 3, 2X) ) 
C 
C SPLIT KEY TO FIND WHICH FAN IS USED 
C 

DECODE (l0, 1404,KEY) IDK, IFAN 
1404 FORMAT (A9,Al) 
C 
C FIND NUMBER OF PINGS 
C 

NPING = ILREC — IFREC 



C START PROCESSI 

C ZERO 

47 

C ZERO 

C READ 

5 

110 

C 
C 

READ 

10 

+ 

120 

C CALCULATE SIGNAL STRENGTH. 

FROM TAPEl. 
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NG BY PING 

K 1 

NHIST ARRAY 

DO 47 I=1, 20 
DO 47 J=1,2 
NHIST (I, J) O 

STATISTICS ARRAY 

MATCN = O 

MATCT = O 

WRITE (3,1400) ICOIYM 
WRITE (3, 1401) KEY, IDATE, ITIME,IFREC, ILREC,RCANG1,RCANG2 
PRINT(3, *) "POINT MATCHES AT DELTA" 

DO 50 IPING = 1,NPING 

IPG = IPING + IFREC - 1 

PRINT(4, *) "ON PING ",IPG, " OF ", IFREC, " TO ",ILREC 

"PING PAIR ",IPING 
"MATCHES FROM FIRST TO SECOND PING" 

PRINT(3, *) 
PRINT(3,*) 

SONAR POSITION > 

READ (1,110) XSNR(K) ,YSNR(K) 
IF(XSNR(K) .EQ.-l) GO TO 5 
FORMAT (1X,2(F12. 6,1X) ) 

START PROCESSING EVENTS 

IEVENT(K) 1 

AZIML = O. 

TPROPL = O. 

TARGET TYPE, PROP TIME, AZIMUTH, RETURN, AND BACKGROUND 
PRINT VALUES FOR DEBUGGING TO TAPE4. 

READ (1,120) ITARG,TPR2 (IEVENT (K) ,K) ,AZIM(IEVENT (K) ,K) , 

A,B,C,EVENTA1,EVENTA2 
IF (ITARG.EQ.-l) so TO 15 
READ (1,120) Z,A,B,C,D,E,EVENTA2,EVENTB2 
PRINT (4, *) "z= ", z, " A= ",A, " c= c, " EVENTA2= ",EVENTAZ, 

" EVENTBZ ",EVENTBZ 
IF (IEVENT (K) .cmmxav'rs) so TO 10 
IF ( (ITARG.GT. ITGMAX) .OR. (ITARG.L'I‘. ITGMIN) ) so TO 10 
IF ( (TPRZ (IEV'ENT (K) ,K) .EQ.TPROPL) .AND. (AZIMLEQ. 

AZIM(IEVENT (K) ,K) ) ) so TO 10 
TEROPL = TPR2 (IEVENT (K) ,K) 
AZIML = AZIM(IEVENT (K) ,K) 

FORMAT (I4,1X,F8. 6, 4 (F8.5,1X) ,1X, 2 (F6.0, 1X) ) 

TO DO THIS, DIVIDE THE RETURN 
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C BY THE BACKGROUND. 

C EVENTAl RETURN OF UPPER FAN 
C EVENTBl RETURN OF LOWER FAN 
C EVENTAZ BACKGROUND OF UPPER FAN 
C EVENTBZ BACKGROUND OF LOWER FAN 

IF (IFAN.EQ. "U") GO TO 40 
IF (IFAN.EQ. "L") GO TO 55 

C IF BOTH FANS ARE USED, FIND THE SIGNAL STRENGTH OF BOTH AND 
C CHOOSE THE LARGER. 

SIG]. = EVENTAl/EVENTAZ 
SIG2 = EVENTBl/EVENTBZ 
SBLIN(IEVENT (K) ,K) = AMAXl (SIGl, SIGZ) 
GO TO 65‘ 

C SIGNAL STRENGTH IF ONLY THE UPPER FAN IS USED 

40 SBLIN (IEVENT (K) ,K) = EVENTAl/EVENTAZ 
GO TO 60 

C SIGNAL STRENGTH IF ONLY THE LOWER FAN IS USED 

55 SBLIN(IEVENT (K) ,K) = EVENTBl/EVENTBZ 
6O CONTINUE 

C SEE IF THIS EVENT IS THE SAME AS A PREVIOUS ONE 

IMOVE = 0 

IF (IEVENT (R) .LT. 2) GO TO 57 

IJZ = IEVENT (K) 
IJl = IJZ - l 

C IMOVE IS THE NUMBER OF EVENTS THAT ARE THE SAME AS 
C THE PRESENT ONE. 

IMOVE = O 

C SEE IF AZIMUTH AND PROP TIME OF THIS EVENT ARE WITHIN 
C THE GIVEN ALLOWED ERROR OF A PREVIOUS ONE. 

56 CONTINUE 
C DBUG PRINT (4, *) "K = ",K, " IEVENT (K) = ", IEVENT (K) 
C DBUG PRINT (4, *) "TPRZ (2) - TPRZ (l) = ",TPRZ (IJ2,K) -TPR2 (IJ1,K) 
C DBUG PRINT (4, *) "AZIM(2) - AZIMCL) = ",AZIM(IJ2,K)—AZIM(IJ1,K) 

IF ( (TPRZ (IJ2,K) - TPRZ (IJLK) ) .GT. (3. 0*DELTT2) ) GO TO 57 
IF (ABS (TPRZ (IJ2,K) — TPR2 (IJl,K) ) .GT.DELTT2) GO TO 54 
IF (ABS (AZIM(IJ2,K) - AZIM(IJ1,K) ) .GT.DELTA2) GO TO 54 

C IF A DUPLICATE EVENT IS FOUND, UPDATE COUNTER AND FIND THE 
C WEIGHTED AVERAGE OF THE AZIMUTH AND PROPOGATION TIME (BY 

C S/B RATIO) . 

C "IJZ" CORRESPONDS TO PRESENT PING VALUES. 
C "IJl" CORRESPONDS TO A PREVIOUS PING' S VALUES. 

IMOVE = IMOVE + 1 
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SBLIN(IJ2,K) = SBLIN(IJ1,K) + SBLIN(IJ2,K) 

C AFTER UPDATING THE VALUES CORRESPONDING TO THE DUPLICATE EVENT, 
C ELIMINATE THE PRESENT EVENT. 

TPRZ (IJ2,K) = TPRZ (IJ1,K) 
AZIM(IJ2,K) = AZIM(IJ1,K) 
GO TO 57 

54 CONTINUE 

C CHECK NEXT EVENT. 

IJl = IJl — 1 

IF (IJLEQ. 0) GO TO 57 
GO TO 56 

57 ' CONTINUE 

C UPDATE COUNTER TO KEEP TRACK OF NUMBER OF EVENTS 
C DBUG PRINT(4, *) - "IMOVE = ", IMOVE 

IEVENT (K) = IEVENT(K) + 1 - IMOVE 
NTMOVE = NTMOVE + IMOVE 

C DBUG PRINT (4,*) "NTMOVE = ",NTb-EVE 

C SEE IF ACTUAL NUMBER OF EVENTS GREATER THAN NUMBER ALLOWED 

IF (IEVENT (K) .GT.MXEVTS) PRINT*, 
1 "INPUT DATA LIMITED TO FIRST ",MXEVTS, " POINTS ON PING ", IPING 

C READ NEXT EVENT 

GO TO 10 

C CORRECT NUMBER OF EVENTS 

l5 IEVENT (K) = IEVENT (K) — 1 

C DBUG PRINT(4,*) "# OF EVENTS IS ", IEVENT(K) 
C DBUG PRINT(4,*) "AFTER ELIMINATING EVENTS" 

IDUM = IEVENT(K) 
DO 59 IK2 = l,IDUM 
PRINT*,"K = ",K," IEVENT = ",IEVENT(K) 
PRINT(4,*) "TPRZ = ",TPR2(IK2,K)," AZIM = ",AZIM(IK2,K) 

59 CONTINUE 

C SORT BY RANGE TO ALLOW ONLY POINTS WITHIN RANGE TO BE 
C SELECTED FOR LINE MATCHING 

CALL ASORT (K) 
IF(K.NE.1) GO TO 180 
WRITE (5, 450) IEVENT(l) ,XSNR(1) ,YSNR(1) 
IF (IEVENT (l) .LE.1) GO TO 5 
K = 2 

GO TO 5 
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180 CONTINUE 

IEVENTl 
IEVENTZ 

IEVENT(1) 
IEVENT (2) 

WRITE (5, 450) IEVENT2,XSNR(2) ,YSNR(2) 

C SET UP LOOPS TO COMPARE THE DISTANCE BETWEEN 2 EVENTS IN 
C ONE PING AND 2 EVENTS IN THE NEXT PING. EACH DISTANCE IN 
C THE FIRST PING MUST BE COMPARED WITH EACH DISTANCE IN THE 
C SECOND PING. THAT'S} WHY THERE ARE FOUR NESTED, LOOPS! 
C INDICES I AND J PERTAIN To THE FIRST PING. I2 AND J2 
C PERTAIN TO THE SECOND PING. 

C TO SAVE TIME LINE DISTANCE BOUNDS IN THE SECOND PING WILL BE COMPUTED 
C AND SAVED IN THE ARRAY RLINS (I2,J2) FOR EFFICIENCY. 
C THE UPPER BOUND’ IS SAVED IN RLINS (I2, J2) , LOWER BOUND IN 
C RLINS (J2,I2) . 

IF (IEVE‘NT (2) .LE.1) GO vTO 50 
DO 184 I2 = 2, I-EVENTZ 
J11 = I2 - 1 - 

DO 183 J2 = i, J11 
CALL DISTAN(2, I2, J2,DELTAT,DELTAA,D1~1IN,DMAX) 
RLINS (I2,J2) = DMAx 
RLINS (J2, I2) = DMIN 

183 CONTINUE 
184 CONTINUE 

I2S1 = 2 

I2E1 = 2 

NLMCH = 0 

NEXTRA = 0 

DO 209 I = LMXLEVTS 
DO 209 J = l,MXEVTS 

209 NLINS (I, J) = 0 

DO 130 I = 2, IEVELTTl 

CALL ASERCH (I, 1, I281, I231, 2,TPRM_A2.) 

C PRINT (4, *) "I281, I2E1 = ", I251, I2E1 

J1: 
J2Sl 
J2El 

I 

DO 140 J = 1, J1 

CALL ASERCH(J,1, J2Sl, JZEl, 2, TPRMAX) 

C PRINT (4, *) "JZSLJZEI = ",J2Sl, J2E1 
CALL DISTAN(1, I, J, DELTAT,DELTAA,DMIN,DM}Q() 

I282 = MAXO (2,I2Sl) 
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IF(I2S2.GT.I2E1) GO TO 1.40"“ 

DO 150 I2 = I2S2,I2El ' 

I2 - l 

MINO (J11,J2El) 
J11 
J11 

IF (J2Sl.GT.J1l) so TO 150 

no 160 J2 = J2S1,J1l 

C COLLECT POINT MATCH STATISTICS 

IF( (DMIN.GT.RLINS (I2, J2) ) .OR. (DMAX.LT.RLINS (J2,I2) ) ) 
+ GO TO 160 

NLINS (I, I2) = NLINS (I, I2) + l 
NLINS (I, J2) = NLINS (I,J2) + 1 
NLINS (J, I2) = NLINS (J, I2) + l 
NLINS (J, J2) = NLINS (J, J2) + l 

160 CONTINUE 
150 CONTINUE 

I40 CONTINUE 

130 CONTINUE 

C SEARCH FOR PEAKS IN POINT MATCH STATISTICS 

CALL LIKMCH (LINMIN) 

TEST IF LINES BETWEEN POINT PAIRS WITH PEAK POINT MATCH 
LIKELIHOODS ARE VALID LINE MATCHES AND OUTPUT POSSIBLE 
AND LIKELY MATCHES. GOO 

CALL SCREEN (N'LMCH, DELTAT, DELTAA, LINMIN) 

IF (IPING.NE.1) GO TO 170 

C WRITE SONAR POSITION AND EVENT POSITIONS OF FIRST PING TO 
C TAPE 2 . 

WRITE (2, 450) IEVENTI,XSNR(1) ,YSNR(1) 
CALL XYOUT (l) 

450 FORMAT (I4, 5X, 2P8 . l) 

170 CONTIIIJE 

C WRITE SONAR POSITION AND EVENT POSITIONS TO TAPE 2 . 

WRITE (2, 450) IEVENTZ, XSNR(2) , YSNR(2) 
CALL XYOUT (2) 

C DO 171 J=l, IEVENTZ 
C WRITE (5, 452) J,MATCH (J, 2) 


























































	Page 1 - Bibliography/Abstract
	Page 2 - Drawings
	Page 3 - Drawings
	Page 4 - Drawings
	Page 5 - Drawings
	Page 6 - Drawings
	Page 7 - Drawings
	Page 8 - Drawings
	Page 9 - Description
	Page 10 - Description
	Page 11 - Description
	Page 12 - Description
	Page 13 - Description
	Page 14 - Description
	Page 15 - Description
	Page 16 - Description
	Page 17 - Description
	Page 18 - Description
	Page 19 - Description
	Page 20 - Description
	Page 21 - Description
	Page 22 - Description
	Page 23 - Description
	Page 24 - Description
	Page 25 - Description
	Page 26 - Description
	Page 27 - Description
	Page 28 - Description
	Page 29 - Description
	Page 30 - Description
	Page 31 - Description
	Page 32 - Description
	Page 33 - Description
	Page 34 - Description
	Page 35 - Description
	Page 36 - Description
	Page 37 - Description
	Page 38 - Description
	Page 39 - Description
	Page 40 - Description
	Page 41 - Description
	Page 42 - Description
	Page 43 - Description
	Page 44 - Description
	Page 45 - Description
	Page 46 - Description
	Page 47 - Description/Claims
	Page 48 - Claims

