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mary network can have a medium shared with a secondary 
network. The ?rst metric can be based on a ?rst distribution of 
traf?c on the primary network and can correspond to absence 
of a perturbation of the medium. The second metric can be 
based on a second distribution of tra?ic on the primary net 
work and can correspond to a perturbation of the medium 
from a node of the secondary network. The method can 
include selecting a transmission power for the node based on 
the differential metric. 
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TRANSMIT OPPORTUNITY DETECTION 

RELATED APPLICATIONS 

[0001] This application claims the bene?t of priority from 
US. Provisional Patent Application Ser. No. 61/ 1 64,073 ?led 
Mar. 27, 2009, Which is incorporated herein by reference in its 
entirety. 

BACKGROUND 

[0002] In today’s World, radio spectrum is a scarce 
resource. The Federal Communications Commission’s 
(FCC) chart of radio frequency allocation shoWs that almost 
all available spectrum has already been heavily licensed. But 
actual measurements taken by the FCC’s Spectrum Policy 
Task Force have shoWn that mo st of current radio spectrum is 
underutilized and lies vacant most of the time. Cognitive 
Radios (CR) have been proposed as a revolutionary commu 
nication paradigm to address this problem of apparent spec 
trum scarcity. CRs operate by opportunistically using 
underutilized spectrum While not degrading the operational 
quality of the licensed users. In the CR context, the licensed 
user of a band is called the Primary User (PU) While the 
cognitive radio operating on the same band is called the 
Secondary User (SU). 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0003] FIG. 1 shoWs a ?owchart for a method for detecting 
transmission opportunities for a secondary device using a 
shared netWork medium according to one embodiment of the 
present subject matter. 
[0004] FIG. 2 illustrates generally a secondary netWork 
device apparatus as referred to above in FIG. 1 according to 
one embodiment of the present subject matter. 
[0005] FIG. 3 shoWs a ?owchart of an initialization and 
operation method of a system according to one embodiment 
of the present subject. 
[0006] FIG. 4 shoWs a plot of tWo possible drifts in test 
statistic D” With increasing n. 
[0007] FIGS. 5A-5D shoW examples of histograms of the 
packet sizes for four transmission (Tx) poWer levels. 
[0008] FIGS. 6 and 7 shoW example kernel density esti 
mates of packet captures. 
[0009] FIG. 8 illustrates example performance results of a 
Kolmogorov-Smirnov test over 1000 iterations. 
[0010] FIG. 9 shoWs example behavior of the PMD and PD 
curves as a sample size increases. 

DETAILED DESCRIPTION 

[0011] E?icient and reliable detection of transmission 
opportunity is an enabler of cognitive radio netWorks. The 
present subject matter introduces a transmission opportunity 
sensing paradigm Which operates at the media access control 
(MAC) layer of the primary netWork in contrast to most 
previous Work. 
[0012] The present subject matter provides a method for a 
secondary user of a cognitive radio system to detect a trans 
mission opportunity. The method operates by de?ning a 
Media Access Control Layer Interference Metric (MACLIM) 
Which provides an indicator of the health of the primary 
system. In various embodiments, the method includes a 
modi?cation of the Kolmogorov-Smimov goodness-of-?t 
test that is applied in a sequential manner. In some embodi 
ments, the method includes building an estimate of the prob 
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ability density of appropriately chosen netWork statistics, 
testing for deviation from a prechange distribution of the 
primary netWork MACLIMs and detecting an interference 
event When a deviation from the pre-change distribution 
crosses a predetermined threshold. Transmission poWer of 
each CR can be quantized into discrete levels. In various 
embodiments, initialization and operation of a system 
includes constructing an estimate of a pre-change distribution 
When a CR is not transmitting, increasing transmit poWer to 
next level, and executing a sequential Kolmogorov-Smirnov 
test to check for signi?cant deviation from the pre-change 
distribution. If the test is negative, increasing poWer by 
another step. The method repeats until a communication link 
is established With a neighboring CR node or a quality of 
service (QOS) parameter drops beloW a threshold in the pri 
mary system at Which time the CR reduces poWer to the 
highest non-interfering poWer level. 
[0013] A feature of cognitive radio systems is the ability to 
detect a White space. A White space can be de?ned as a vacant 
or underutilized part of the radio spectrum. Such a White 
space can occur in time Where the CR aims to transmit When 
the primary user (PU) is inactive (time orthogonality); or it 
can occur in space When the CR aims to transmit at a distance 
outside the primary transmission range (space orthogonality). 
Another interpretation of a Cognitive Radio system is in 
terms of Overlay and Underlay systems. Overlay systems 
exploit orthogonal transmission policies With respect to the 
primary user. On the other hand, Underlay systems transmit 
over a Wide band at a extremely loW poWer and Work accord 
ing to an Interference Temperature metric concept. The 
present subject matter provides expansion of the de?nition of 
a White space from beyond the physical layer into the medium 
access control layer, for both overlay and underlay cognitive 
radio systems. The present subject matter enables easier cre 
ation of cognitive radio applications using off-the-shelf 
physical layer technologies, and hence eases an entry barrier 
for getting CR based devices into the market. Additionally, as 
orthogonal dynamic spectrum access techniques reach their 
limit, this non-orthogonal cross-layer approach shoWs a Way 
to enable robust and non orthogonal detection of system 
transmission opportunities. 
[0014] Current opportunistic spectrum access techniques 
Work at the physical layer using methods like energy detec 
tion, cyclostationarity signal detection, and Multi-resolution 
spectrum sensing. The present subject matter provides a 
detection approach at the Medium Access Control Layer level 
of the OSI model. For example, in various embodiments. A 
MAC layer approach uses the data packets of the primary 
system to identify and exploit the transmission opportunities 
for the secondary system. 
[0015] Packet Based NetWorks (PBNs) are predominant in 
the implementation of today’s Wireless netWorks. A popular 
PBN is the IEEE 802.11 Wireless LAN. Tra?ic characteris 
tics of PBNs are bursty and di?icult to predict. On the other 
hand, the recently developed IEEE 802.22 standard Which 
operates in the underused television bands is set to be the ?rst 
practical implementation of Cognitive Radio technology. 
802.22 has been designed to coexist With the analog ATSC TV 
bands. Also, user terminals in 802.22 are at far ?ung locations 
separated by kilometers. Thus, the spectrum sensing tech 
niques developed in the context of IEEE 802.22 are not suit 
able for PBNs like 802.11. 

[0016] Various embodiments of the present subject matter 
directly check for the effect of transmission on both the pri 



US 2012/0135779 A1 

mary network transmitter and the primary receivers. There 
fore, even if the primary receiver is out of a transmitting 
node’s sensing range but in the transmitting node’s interfer 
ence range, the transmitting node detects its own effect on the 
stream of data packet exchanges emanating from it and des 
tined for other primary nodes which are within the transmit 
ting node’s sensing range. This property is a unique byprod 
uct of a MAC layer sensing scheme. 
[0017] Another advantage to the present subject matter is 
that the sophistication in manufacturing the devices required 
for implementation is considerably less than that of detection 
scheme’s implemented at the physical layer. For example, 
off-the shelf components can be deployed with only minor 
modi?cations to existing. This consequently implies a shorter 
time-to-market for any proposed device. 
[0018] Another advantage of the present subject matter is 
that, in various embodiments, a modi?ed Kolmogorov 
Smirnov test checks for ?ner drifts and hence is more percep 
tive to disturbance of the primary network. 
[0019] The present subject matter includes a non-orthogo 
nal overlay architecture based on detecting changes in the 
probability density distribution of primary network packet 
statistics. Speci?cally, the architecture includes a sequential 
version of the Kolmogorv-Smirnov goodness-of-?t test 
which allows the secondary network to operate subject to an 
interference constraint that ensures a given QOS in the pri 
mary network nodes. In one example, the architecture pro 
vides an ef?cient implementation of the test on an experimen 
tal test bed and demonstrates its utility and viability under 
?eld testing on an IEEE 802.11 WLAN. In various embodi 
ments, the architecture may improve utiliZation of unused 
transmit opportunities 50%-75% while limiting the probabil 
ity of interference to <0.02. In various embodiments, the 
average detection delay is 140 ms to 290 ms and compares 
favorably with the traditional physical layer based 
approaches. 
[0020] Packet Based Networks (PBNs) are predominant in 
the implementation of current wireless networks. The most 
popular PBN is the IEEE 802.11 based Wireless LAN. Tra?ic 
characteristics of PBNs are bursty and dif?cult to predict. 
There have been many attempts to devise time series based 
prediction models for the data transmission patterns, but not 
much success has been achieved to date. As PBNs have 
become increasingly popular, there has been an accompany 
ing crowding of the spectrum that they use. 
[0021] In contrast, cognitive radios (CRs) have been pro 
posed as a revolutionary communication paradigm to address 
the problem of spectrum scarcity. The recently developed 
IEEE 802.22 Wide Regional Area Network (WRAN) stan 
dard is set to be the ?rst commercial implementation of this 
technology. IEEE 802.22 operates in the underused television 
bands. As it coexists with the analog ATSC TV signals, it is 
not suited for a packet based primary network. Also, the user 
terminals in IEEE 802.22 are at far-?ung locations, and the 
corresponding problems of primary user detection are differ 
ently posed than in smaller range WLAN type scenarios. The 
present subject matter includes a fresh look at the unique 
challenges posed by coexisting with a PBN based small range 
Wireless LAN. 
[0022] The present subject matter provides a novel non 
orthogonal channel access method that operates at the MAC 
layer and exploits the spare data capacity in current PBNs. It 
conceptually extends the Interference Temperature (IT) 
approach into a new domain by adapting it to work at the 
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MAC layer. The average detection time of our method is 
shown to compare favorably to other similar approaches in 
the literature. For example, in various embodiments, it facili 
tates a 50%-75% utiliZation of transmit opportunities that 
would otherwise be wasted, while interfering with the pri 
mary network with a probability of less than 0.02. Thus it 
delivers a large performance gain over previous dynamic 
spectrum access methods implemented in the physical layer. 
[0023] A core technology in a CR system is the method 
used by secondary users to coexist with primary users. Two 
philosophies for opportunistic channel access that include 
orthogonal channel access and non-orthogonal channel 
access. 

[0024] Proposed orthogonal channel access methods 
include orthogonality in time, frequency and space. In time 
orthogonal schemes, a CR transmits whenever it detects a 
quiescent primary network and vacates the channel as soon as 
it detects the presence of the primary user. In frequency 
orthogonal schemes, the secondary user monitors all the fre 
quency bands and transmits on a vacant band. A few popular 
sensing methods are energy detection, cyclostationarity 
detection, wavelet based sensing etc. 
[0025] Proposed non-orthogonal channel access methods 
allow a CR to coexists on the same channel and at the same 

time as the primary user. The supporting premise is that the 
primary system has suf?cient spare capacity, measured in 
terms of SNR or underutilized bandwidth, to support addi 
tional secondary users. The cohabitation of the primary and 
secondary users is proposed to occur subject to the constraint 
that the primary system maintains a given Quality of Service 
(QOS). Note that there is no attempt to establish an orthogo 
nal secondary system nor any guarantee of Zero interference. 

[0026] The Federal Communications Commission (FCC) 
?rst proposed an Interference Temperature (IT) metric in the 
context of IEEE 802.22 [3]. The IT concept states that CRs 
can opportunistically use the primary channel so long as the 
aggregate interference caused at the primary users does not 
exceed a certain threshold. IT based schemes are now an 
active research area in cognitive radios The FCC has dis 
played a lukewarm attitude towards adopting the IT metric 
due to opposition from legacy service providers; but this 
formulation has many theoretical and analytical advantages 
and holds great promise for implementation in future cogni 
tive radio networks. 

[0027] The set of methods presented here draw upon 
diverse approaches from a variety of ?elds. The Quickest 
Change Detection/Anomaly Detection problem is to detect 
the time at which an abrupt shift in a distribution occurs. It has 
been studied in network intrusion detection literature. The 
problem addressed by the present subject matter differs in that 
when the distribution is going to change is known. Thus, 
whenever CR power is changed, it is certain that the new 
distribution is going to be different from the pre-change dis 
tribution. But, the degree of the change is an unknown and is 
tested through a sequential KS test. The sequential nature of 
the test ensures that change is detected as fast as possible. 
Thus, the focus of the problem is not on when the change 
occurs but on how much the distributions change. Also, band 
width and congestion estimation techniques implement 
QOS-centric MAC layer approaches. FIG. 1 shows a ?ow 
chart for a method for detecting transmission opportunities 
for a secondary device, or node, using a shared network 
medium according to one embodiment of the present subject 
matter. The method 100 includes calculating a differential 
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metric 104 based on a ?rst metric and a second metric for a 
primary network. The primary network uses a medium 
capable of being shared with a secondary network. The ?rst 
metric corresponds to a ?rst distribution of tra?ic on the 
primary network corresponding to absence of a perturbation 
of the medium. The second metric corresponds to a second 
distribution of traf?c on the primary network and further 
corresponds to a perturbation of the medium rom a node on 
the second network. The node on the second network detects 
the network tra?ic on the primary network. The second dis 
tribution corresponds to a perturbation from the secondary 
node. The ?rst distribution corresponds to an absence of the 
perturbation. In response to the differential metric a transmis 
sion parameter, such as transmission power, is selected 105 to 
either enhance the probability of successful communications 
of a second network on the shared medium, or minimiZe the 
impact of the second network communications on the pri 
mary network tra?ic. In some embodiments, the method 
includes receiving ?rst network tra?ic information at the 
secondary node 101, where the secondary node is seeking to 
share the network medium with primary nodes. In various 
embodiments, the primary nodes are nodes licensed or autho 
riZed as primary users of the shared network medium. In some 
embodiments, a secondary node is seeking to establish a 
second network of secondary nodes using the same medium 
as the primary nodes without noticeably impacting the ser 
vice quality of the primary nodes, such as by using excess 
channel capacity of the shared medium. In some embodi 
ments, the method further includes perturbing the shared 
medium using a transmission from the secondary node 102, 
and receiving second network traf?c information 103. 
[0028] Interference Temperature metrics have gained 
popularity in the Dynamic Spectrum Access community but 
at the physical layer. The present subject matter provides a 
robust method for operating CRs at the MAC layer. Our 
method compares favorably with other approaches which 
report an opportunity detection delay of 0.08-0.35 seconds. 
[0029] FIG. 2 illustrates generally a secondary network 
device apparatus 200 as referred to above in reference to FIG. 
1 according to one embodiment of the present subject matter. 
The apparatus 200 includes a wireless receiver 201, a service 
module 202, a processor 203 and a wireless transmitter 204. 
The receiver is con?gured to receive wireless communica 
tions from a networking medium. The service modules uses 
the received wireless communications to generate a ?rst and 
second service metric. The ?rst service metric corresponding 
to a SNR of the received communications absent a perturba 
tion and the second metric corresponding to an SNR in view 
of the perturbation. In various embodiments, the processor is 
operates according to a particular architecture using a MAC 
layer 205. In some embodiments, the service module within 
the MAC layer as opposed to the physical layer 206 of the 
architecture. 

[0030] The following discussion considers a system of N 
independent cognitive radios (CRs) in an area covered by a 
single primary packet based network. The present subject 
matter is described in relation to an IEEE 802.11 WLAN 
network. It is understood that the method may be applied to 
other communications protocols without departing from the 
scope of the present subject matter. 
[0031] When the system is initialiZed, each CR has no right 
to transmit and has no knowledge about whether it is safe to 
do so. Also, each CR does not know how many otherpotential 
secondary users are present in its neighborhood. The pro 
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posed method inherently overcomes these obstacles. Each 
CR starts off with a very conservative transmission policy, 
and assumes that no other secondary users are present in the 
neighborhood. Initially, it remains in a passive listening mode 
until su?icient data is collected to construct an accurate esti 
mate of the pre-change distribution of the primary network 
packet statistics. In various embodiments, this estimated dis 
tribution is the baseline against which each CR tests for 
possible changes in the state of the primary network. 
[0032] In various embodiments, a secondary user power 
control loop of each CR quanti?es transmission power of 
each CR into discrete levels. A CR can transmit over the range 

[0033] As the range of the CR depends on its transmit 
power, transmit power changes dynamically throughout net 
work operation. In addition, for successful data transfer to 
take place, the range should be large enough to at least reach 
a nearby CR node. The initialization and operation of a sys 
tem according to one embodiment of the present subject 
matter is summarized below and in the ?owchart 300 of FIG. 
3 

[0034] 301. Construct an estimate of the Pre-change Dis 
tribution F0 when CR is not transmitting. 

[0035] 302. Adjust a CR parameter, such transmit power, to 
increase CR communication robustness. 

[0036] 303. Run the sequential Kolmogorov-Smirnov test 
to check for signi?cant deviation from the pre-change distri 
bution. 

[0037] 304. If the test does not show a change in the distri 
bution from the pre change distribution, the CR parameter, 
such as transmission power, is adjusted 302 to take advantage 
of identi?ed transmission opportunities. 
[0038] 305. If the test detects a proxy for a QOS drop below 
a predetermined threshold of the primary network, the CR 
parameter is adjusted for example, to an identi?ed non-inter 
fering level. A proxy can include a number of test between the 
pre-change distribution and a distribution, or samples corre 
sponding to a distribution, after a CR attempts to establish, or 
transmits, using a second network. The method then contin 
ues to monitor the network medium using the test 303. It is 
understood that other transmission related parameters of the 
CR may be adjusted without departing from the scope of the 
present subject matter. 
[0039] Goodness-of-?t (GOF) tests are used to check 
whether samples are from a given probability distribution. In 
particular, the Kolmogorov-Smirnov (KS) GOF test evaluates 
the hypothesis that a sample of length n is drawn from a 
distribution F(x) that is the same as a speci?ed empirical (or 
theoretical) probability distribution, F0(x). The hypothesis to 
be tested are formulated as shown in (l). 

H0-'F(X):Fo(X) (1) 

H1 .-F(X)==FO(X) (2) 

[0040] Thus, a GOP test can check for deviations from the 
pre-change distribution of a CR system. The Chi-square test is 
a common GOF test. The Chi Square statistic is proportional 
to the sum of the squared difference between the observed 
density and the theoretical density. However, the KS test is 
more adaptable to a CR for the following reasons: 

[0041] l) The Chi-square statistic is only approximate for 
small samples. The KS test is preferable over the Chi-square 
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and other tests if the sample size is small, as the KS statistic is 
exact for small samples. This is valuable for formulating a 
sequential test. 
[0042] 2) The KS test is the only non-parametric goodness 
of-?t test with exactly derivable con?dence bands. 
[0043] 3) The KS statistic is a distribution-free statistic. 
[0044] A Kolmogorov-Smirnov test may be implemented 
as follows. Let X1, X2, X2, . . . ,Xn be a random sample ofsiZe 
n drawn from an unknown distribution F(x). To test the 
hypothesis that F(X):FO(X), the empirical cumulative distri 
bution function (e.d.f) of the n samples is calculated as Sn(x). 

Number of sample observations 5 x (3) 

Sm - A 

[0045] The KS distance between the pre-change cumula 
tive distribution F0(x) and the empirical cumulative distribu 
tion Sn(x) is evaluated. When plotted graphically, this shows 
the greatest vertical distance between the two distributions 
and is de?ned as the KS distance Dn, 

D+n, and D] are two metrics for a one-sided KS test. D+n and 
D] are used to formulate one-sided con?dence bands for 
?ner testing. 

D; = SMPIFMX) — Snow] (5) 

D; = SMPISAX) — F000] (6) 

[0046] The distribution-free property of the KS test means 
that the KS statistics D, D", and D- have a distribution func 
tion that is independent of the exact form of FO(X). In his 
classic paper, Kolmogorov proved the existence of a limiting 
value of D”. (A. Kolmogoroff, “Sulla determinaZione 
empirica di una legge di distribuZione,” Giom. 1st. Ital. Attu 
ari, vol. 4, pp. 83-91, 1933.) Also, there are algorithms which 
generate the statistic for small ?nite n and asymptotic 
approximations as n—>OO, e.g, 

(7) 

The Glivenko-Cantelli theorem (J. Durbin, Distribution 
Theory for Tests Based on the Sample Distribution Function. 
Society for Industrial Mathematics, 1973.) states that when 
FIFO, the KS statistic D” vanishes as shown, 

Pr lirnDn =0): 1. (8) 

As a result, the test is strongly consistent against all alterna 
tives and the false hypothesis is rejected with unity probabil 
ity as more and more samples are accumulative, e. g, as n—>OO. 
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[0047] Let 0t be the signi?cance level corresponding to the 
100(1-0t) con?dence interval. Also, parameter dn((X) is the 
critical value for a given 0t, i.e, it is the probability of incor 
rectly rejecting the hypothesis in equation (1). We can ?nd the 
corresponding critical region of the test as shown in (9), 

Massey (“The Kolmogorov-Smirnov test for goodness of ?t,” 
Journal of the American Statistical Association, vol. 46, no. 
253, pp. 68-78, 1951) gives recursive expressions and tables 
to calculate the critical value for a given a. Note that 0t is an 
indicator of the probability of misdetection of the test, dis 
cussed below. 

[0048] Having discussed set up of a KS test according to 
one embodiment of the present subject matter, the sequential 
version of the KS test is discussed below. Hawkins relates to 
a formulation of a sequential version of the KS test. (D. 
Hawkins, “Retrospective and sequential tests for a change in 
distribution based on kolmogorov-smirnov-type statistics,” 
Sequential Analysis, vol. 7, no. 1, pp. 23-51, 1988.) But, the 
Hawkins approach proposed a sequential version to tackle the 
problem of quickest change detection such that the aim of the 
test was to estimate the change point of a given time series, not 
the magnitude of the change. This makes the Hawkins 
approach unsuitable for the situation under consideration. In 
various embodiments, the present method includes iteratively 
estimating the KS statistics in an online manner. A bene?t of 
the method includes generating a decision in favor of a 
hypothesis in a timely and reliable manner. A sequential 
formulation of the KS test minimiZes the time required to 
reach the decision. In equation (4), the KS statistic depends on 
the number of samples n. This dependence implies that as the 
number of samples increases, the width of the con?dence 
band of the test cumulative distribution decreases. FIG. 4 
shows a plot of two possible drifts in test statistic D” 410, 420 
with increasing n. Also, superimposed on the plot are the 
dn((X) contours corresponding to increasing values of 0t, 
including (P01 (402), (X:0.05 (404), and (X:0.01 (406). A 
signi?cance level for the test, (Xth, is initialiZed to a predeter 
mined value. The test includes collecting samples and updat 
ing the empirical cumulative distribution function at each 
step. In various embodiments, a stopping rule for the sequen 
tial test includes collecting samples until the KS statistic 
crosses the contour corresponding to threshold value dn(0tth). 

[0049] A con?dence band is an alternate way of looking at 
the problem of testing for goodness-of-?t. Known con?dence 
band methods ?nd the 1-0t quantile corresponding to da of 
the KS statistic and threshold D” against the da distance. In 
various embodiments, da is used to set a con?dence band for 
a post-change density function. Thus, regardless of the exact 
form of the pre-change density, the method generates the two 
equivalent statements in equations (10) and (12). Equation 
(12) states that the pre-change density function FO(X) lies 
entirely within a band of :da from the empirical distribution 
function Sn(X) with a probability of 1-0t. 

{ } (10) P D. = sumo) — F0<x>| 2 da = a 
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[0050] Kernel density estimation is used to approximate the 
pre-change packet siZe distributions by a continuous func 
tion. The kernel density estimator provides approximation as 
shoWn in equation (13). 

(13) 

Where h is the bandwidth or smoothing parameter, X, are the 
11 data points. The choice of the kernel function K(.), the 
bandWidth chosen and variations based on adaptive kernel 
estimation derive asymptotically accurate estimates of the 
probability density function, for example, as nQOO. Before 
CR interference is started, the channel is sensed for a su?i 
cient time to accurately estimate the pre-change density. 
Empirically, it Was found that the Epanechnikov kernel With 
a bandWidth of 60 can give the good approximation in the 
least time. 
[0051] Basic statistical principles behind the methods can 
be applied to various netWork statistics that remain relatively 
stationary over moderate time periods including the packet 
siZe and retransmission behavior of the netWork. The folloW 
ing discussion focuses on packet siZe, but it is understood that 
application of the method is possible for other statistics and 
that the present examples using packet siZe are intended to be 
demonstrative and not intended to be exclusive or limiting of 
the application of the 
[0052] It is hypothesized that the primary netWork main 
tains a relatively constant packet tra?ic rate, Which is a rea 
sonable assumption over a time WindoW of a feW minutes. 
This is re?ected by the stationarity of the perceived available 
bandWidth over time intervals on the order of minutes. The 
netWork tra?ic is succinctly characterized by the histogram of 
the distribution of the packet siZes. The IEEE 802.1 1 protocol 
limits the maximum length of the packets to 1548 bytes, in 
practice. A high throughput tra?ic How has a histogram con 
centrated more toWards the higher packet siZes, While a loW 
throughput tra?ic How has a more evenly balanced histogram. 
The insertion of interference due to the secondary transmitter 
causes a shift in the histogram aWay from the one correspond 
ing to high traf?c ?oW. Reasons for this behavior include, but 
are not limited to, the secondary transmission acts as addition 
of noise to the channel and increases the bit error rate (BER) 
for the primary packets, and the packet error rate (PER) is 
proportional to the BER and the packet length. Thus, the 
bigger packets are more prone to be received in error than the 
smaller packets. Another reason relates to the 802.11 MAC 
protocol having a fragmentation threshold Which controls 
hoW longer frames are fragmented into packets. This thresh 
old changes dynamically and decreases When the node per 
ceives an increased PER. 

[0053] The IEEE 802.11 MAC retransmits a packet if the 
original transmission is unsuccessful. The packet retry num 
ber ?ag is used to indicate such packets. The retransmissions 
might be due to traf?c congestion or to an increased PER in 
the channel. It is possible to estimate the channel quality from 
the proportion of packets that have this ?ag set and to assess 
the degradation in primary QOS due to secondary user inter 
ference. 

[0054] Practical implementation of the methods are dem 
onstrated With respect to experiments carried out on an exist 
ing netWork. The primary Wireless netWork is the University 

May 31, 2012 

of Minnesota’s backbone IEEE 802.11 WLAN setup in the 
infrastructure mode. There are multiple co-located netWorks 
and multiple base stations Within each netWork organiZed into 
an Extended Service Set (ESS) With a high coverage density. 
real-World daytime tra?ic under various levels of interference 
Were captured the by the secondary user. Channels 1, 6 and 1 1 
Were in use, and statistics of channel 6 Were captured. 

[0055] SoftWare De?ned Radios (SDR) manufactured by 
Ettus Research Were used to create secondary traf?c. A Uni 
versal Software Radio Peripheral (U SRP) transmitter sent a 
constant poWer PN sequence at a carrier frequency centered 
on IEEE 802.11b channel 6. 

[0056] The secondary transmission poWer Was increased 
uniformly from 0 up to 7 mW in three steps of 2.3 mW each. 
The interference poWer Was maintained at each level for 60 
seconds to alloW the primary netWork tra?ic to adjust to the 
current interference level. Another SDR, positioned at a dis 
tance of 10 meters from the transmitting SDR, acted as a 
receiver and successfully recovered the transmitted PN 
sequence for all poWer levels. 
[0057] TWo laptop based test-stations equipped With an 
Intel Wireless 4965 adapter and running the Kismet NetWork 
Analyser under a Ubuntu Heron operating system Were used 
to capture the IEEE 802.11 netWork traf?c. The laptops Were 
placed at a distance of approximately 10 meters from the SDR 
interferer. Also, the SDR transmitter Was placed at distances 
of approximately 20 and 40 meters from the tWo nearby 
dominant 802.11 base stations. During testing at the highest 
poWer levels (7 mW), it Was observed that upon interfering 
With a channel, the tra?ic on that channel migrates to the 
neighboring channels Which present a loWer level of interfer 
ence. To prevent this and to get valid results for comparison 
With the loWer interference poWer, an additional SDR alter 
natively inserts interference into the tWo neighboring chan 
nels. The raW captures Were processed With the Wireshark 
program (formerly knoWn as Ethereal) to extract the packet 
siZes. Later analysis Was done in Matlab. 

[0058] A method according to the present subject matter 
Was implemented on three datasets of packet captures. For 
one data set, the secondary transmission poWer Was increased 
uniformly from Zero up to 7 mW in three steps as 2.3 mW, 4.6 
mW and 7 mW. FIGS. 5A-5D shoW the histograms of the 
packet siZes for the four transmission (Tx) poWer levels. This 
poWer Was su?icient to cause an inoperable interference to 
primary base stations Within a 1.2 m radius of the secondary 
transmitter, While the primary base station Was tested to Work 
properly at a range of 2.5 m from the secondary transmitter. 
Also, a secondary receiver could decode the transmissions at 
2.3 mW at a distance of up to 12 m to set up a Working 
secondary link. 
[0059] The data rate of the primary netWork dropped mar 
ginally from an initial 0.161 Mbps to 0.156 Mbps for a trans 
mit poWer of 2.3 mW and to 0.121 Mbps for a transmit poWer 
of 4.6 mW. The Adaptive Modulation and Coding (AMC) 
mode of the primary WLAN Was unchanged for all 4 second 
ary transmit poWer levels but changed if We attempted to 
increase the poWer further. Application of an embodiment of 
the method alloWed a Tx poWer of 2.3 mW but curtailed the 
secondary from transmitting at 4.6 mW or at 7 mW. Thus, a 
transmission opportunity Was safely and reliably created and 
an operational secondary link Was setup With only a marginal 
effect on the QOS of the primary netWork. Similar results and 
threshold transmit poWers Were obtained for the other 
datasets. 
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[0060] FIGS. 6 and 7 show kernel density estimates of the 
packet captures. The densities were estimated using the full 
duration of the captures and are considered to be the baseline 
accurate estimate of the cumulative distribution functions 
(CDFs). Note the slight shift in the CDF curve when second 
ary power is increased from 0 (610, 710) to 2.3 mW (611, 
711), while a further increase in power to 4.6 mW (612, 712) 
and 7 mW (613, 713) causes a sudden large shift in the CDF. 
During the sequential KS test, the approximated empirical 
estimate of the packet siZe CDF is calculated using only the 
packets captured to that instant. The empirically calculated 
CDF (614, 714) using a duration of 40 packets is shown in 
FIGS. 6 and 7. Once the empirical CDF is obtained, we run 
the KS test and obtain the KS distance Dn. The criterion Dn is 
compared with the distribution tables of the KS statistic to 
obtain the p-value and the con?dence interval. The Sequential 
Kolmogorov-Smirnov test as explained above was imple 
mented on a dataset for a range of sample siZes from 5 packets 
to 40 packets. The resulting performance over 1000 iterations 
of the KS test is plotted in FIG. 8. The standard deviation error 
bars show that the KS statistic converges to a stable value as 
the sample siZe increases. Also, accurate decisions with 
increased speed are made by a sequential procedure while 
bounding the maximum sample siZe to 40 packets. For a 
sample duration of 20 to 40 packets, the observed average 
sensing time was between 140 ms to 290 ms. Plot 811 corre 
sponds to a transmit power of 2.3 mW. Plot 812 corresponds 
to a transmit power of 4.6 mW. Plot 813 corresponds to a 
transmit power of 7 mW. 
[0061] A Probability of Misdetection of Transmission 
Opportunity (PMD) is de?ned as the probability of deciding 
the distribution has not changed when in reality it has 
changed, for example, when transmitting at 4.6 mW or 7 mW. 
A Probability of Detection of Transmission Opportunity (P D) 
is de?ned as the probability of accurately deciding that the 
distribution has not changed, for example when transmitting 
at 2.3 mW. FIG. 9 shows the behavior of the PMD and PD 
curves as the sample siZe increases. It is seen that for a given 
signi?cance level of ot, the PD degrades gracefully with 
increasing sample siZe while there is an abrupt steep drop in 
the PMD of the test after a certain sample siZe. If operation 
continues in the region after the steep drop, the method senses 
and utiliZes existing transmission opportunities with a 50% 
75% accuracy while interfering with the primary network 
with a probability PMD<0:l. This interference rate becomes 
negligible if we allow slightly larger sample siZes, e.g, for 
(X:0.05 and a 30 sample siZe test, transmit opportunities are 
detected with a 64% accuracy with an interference probabil 
ity of 0.02. Plot 930 corresponds to a transmit power of 2.3 
mW and an (F0. 1 5. Plot 931 corresponds to a transmit power 
of 4.6 mW and an (X:0.l5. Plot 932 corresponds to a transmit 
power of 7 mW and an (X:0.l5. Plot 933 corresponds to a 
transmit power of 2.3 mW and an 0t:0.l0. Plot 934 corre 
sponds to a transmit power of 4.6 mW and an 0t:0.l0. Plot 
935 corresponds to a transmit power of 7 mW and an (F0. 1 0. 
Plot 936 corresponds to a transmit power of 2.3 mW and an 
(X:0.05. Plot 937 corresponds to a transmit power of 4.6 mW 
and an (X:0.05. Plot 938 corresponds to a transmit power of 7 
mW and an (X:0.05. 

CONCLUSION 

[0062] The present subject matter provides a transmission 
opportunity sensing method which operates at the MAC layer 
of the primary network including detecting changes in den 
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sity distribution of primary network packet statistics. The 
method includes a sequential Kolmogorv-Smimov goodness 
of-?t test which allows the secondary network to proactively 
establish communication with other secondary nodes subject 
to an interference constraint at the primary network nodes. 
[0063] In ?rst example method includes calculating a dif 
ferential metric based on a ?rst metric and a second metric for 
a primary network, the primary network having a medium 
shared with a secondary network, the ?rst metric based on a 
?rst distribution of tra?ic on the primary network and corre 
sponding to absence of a perturbation of the medium, the 
second metric based on a second distribution of tra?ic on the 
primary network and corresponding to a perturbation of the 
medium from a node on the secondary network; and selecting 
a transmission power for the node based on the differential 
metric. 
[0064] In a second example, the method of the ?rst example 
can optionally include determining at least one of the ?rst 
metric and the second metric using a distributional divergence 
metric. In a third example, the method of any of the ?rst 
through second examples can optionally include iteratively 
estimating the second metric. 
[0065] In a fourth example, the method of any of the ?rst 
through third examples can optionally include that selecting 
the transmission power includes determining a power level 
that provides a minimum signal-to-noise ratio (SNR) of a 
node on the primary network. The selecting a transmission 
power can optionally include incrementally increasing the 
transmission power if the differential metric meets a thresh 
old criteria indicative of an insubstantial divergence between 
the ?rst distribution and the second distribution. The selecting 
a transmission power can optionally include reducing the 
transmission power if the differential metric does not meet a 
threshold criteria indicative of an insubstantial divergence 
between the ?rst distribution and the second distribution. 
[0066] In a ?fth example, the method of any of the ?rst 
through fourth examples can optionally include that calculat 
ing the differential metric includes implementing a goodness 
of-?t (GOF) test with respect to the ?rst distribution using 
primary network samples corresponding to the second distri 
bution. The implementing the GOP test can optionally 
include executing a sequential Kolmogorov-Smimov algo 
rithm. In a further example, the selecting a transmission 
power can optionally include incrementally increasing the 
transmission power if the differential metric meets a thresh 
old criteria indicative of an insubstantial divergence between 
the ?rst distribution and the second distribution. In yet a 
further example, the selecting a transmission power can 
optionally include reducing the transmission power if the 
differential metric does not meet a threshold criteria indica 
tive of an insubstantial divergence between the ?rst distribu 
tion and the second distribution. 
[0067] In a sixth example, an apparatus includes a receiver 
con?gured to receive information corresponding to a primary 
network, the primary network having a medium shared with a 
secondary metric, a service module to generate a ?rst service 
metric corresponding to a signal to noise ratio (SNR) of the 
received information in absence of a perturbation on the 
medium and to generate a second service metric correspond 
ing to a SNR of the received information in view of the 
perturbation, a processor con?gured to generate a result based 
on a ?rst comparison of the ?rst service metric and the second 
service metric and con?gured to select a transmission param 
eter based on the result, and a transmitter con?gured to trans 
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mit information using the secondary network and using the 
transmission parameter, the transmitter con?gured to provide 
the perturbation. 
[0068] In a seventh example, the processor of the sixth 
example can optionally be con?gured to operate using a 
Media Access Control (MAC) layer, the MAC layer including 
the service module. In an eighth example, the transmission 
parameter of any of the seventh or eighth examples can 
optionally include a transmission power parameter. In a fur 
ther example, the processor can optionally be con?gured to 
incrementally increase the transmission power parameter 
based on a second comparison of the result and a predeter 
mined criteria. In yet a further example, the processor can 
optionally be con?gured to reduce the transmission power 
parameter based on a second comparison of the result and a 
predetermined criteria. 
[0069] This application is intended to cover adaptations 
and variations of the present subject matter. It is to be under 
stood that the above description is intended to be illustrative, 
and not restrictive. The scope of the present subject matter 
should be determined with reference to the appended claim, 
along with the full scope of legal equivalents to which the 
claims are entitled. 

1. A method comprising: 
calculating a differential metric based on a ?rst metric and 

a second metric for a primary network, the primary 
network having a medium shared with a secondary net 
work, the ?rst metric based on a ?rst distribution of 
traf?c on the primary network and corresponding to 
absence of a perturbation of the medium, the second 
metric based on a second distribution of tra?ic on the 
primary network and corresponding to a perturbation of 
the medium from a node on the secondary network; and 

selecting a transmission power for the node based on the 
differential metric. 

2. The method of claim 1, further including determining at 
least one of the ?rst metric and the second metric using a 
distributional divergence metric. 

3. The method of claim 1, further including iteratively 
estimating the second metric. 

4. The method of claim 1, wherein selecting the transmis 
sion power includes determining a power level that provides 
a minimum signal-to-noise ratio (SNR) of a node on the 
primary network. 

5. The method of claim 4, wherein selecting a transmission 
power includes incrementally increasing the transmission 
power if the differential metric meets a threshold criteria 
indicative of an insubstantial divergence between the ?rst 
distribution and the second distribution. 

6. The method of claim 4, wherein selecting a transmission 
power includes reducing the transmission power if the differ 
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ential metric does not meet a threshold criteria indicative of 
an insubstantial divergence between the ?rst distribution and 
the second distribution. 

7. The method of claim 1, wherein calculating the differ 
ential metric includes implementing a goodness-of-?t (GOF) 
test with respect to the ?rst distribution using primary net 
work samples corresponding to the second distribution. 

8. The method of claim 7, wherein implementing the GOP 
test includes executing a sequential Kolmogorov-Smirnov 
algorithm. 

9. The method of claim 8, wherein selecting a transmission 
power includes incrementally increasing the transmission 
power if the differential metric meets a threshold criteria 
indicative of an insubstantial divergence between the ?rst 
distribution and the second distribution. 

10. The method of claim 8, wherein selecting a transmis 
sion power includes reducing the transmission power if the 
differential metric does not meet a threshold criteria indica 
tive of an insubstantial divergence between the ?rst distribu 
tion and the second distribution. 

11. An apparatus comprising: 
a receiver con?gured to receive information corresponding 

to a primary network, the primary network having a 
medium shared with a secondary metric; 

a service module to generate a ?rst service metric corre 
sponding to a signal to noise ratio (SNR) of the received 
information in absence of a perturbation on the medium 
and to generate a second service metric corresponding to 
a SNR of the received information in view of the pertur 
bation; 

a processor con?gured to generate a result based on a ?rst 
comparison of the ?rst service metric and the second 
service metric and con?gured to select a transmission 
parameter based on the result; and 

a transmitter con?gured to transmit information using the 
secondary network and using the transmission param 
eter, the transmitter con?gured to provide the perturba 
tion. 

12. The apparatus of claim 11, wherein the processor is 
con?gured to operate using a Media Access Control (MAC) 
layer, the MAC layer including the service module. 

13. The apparatus of claim 11, wherein the transmission 
parameter includes a transmission power parameter. 

14. The apparatus of claim 13, wherein the processor is 
con?gured to incrementally increase the transmission power 
parameter based on a second comparison of the result and a 
predetermined criteria. 

15. The apparatus of claim 13, wherein the processor is 
con?gured to reduce the transmission power parameter based 
on a second comparison of the result and a predetermined 
criteria. 
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