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SYSTEMS AND METHODS FOR 
GENERATING MARKETPLACE 

BROKERAGE EXCHANGE OF EXCESS 
SUBSCRIBED RESOURCES USING DYNAMIC 

SUBSCRIPTION PERIODS 

FIELD 

[0001] The invention relates generally to systems and 
methods for generating a marketplace brokerage exchange of 
excess subscribed resources using dynamic subscription peri 
ods, and more particularly, to platforms and techniques for 
identifying and tracking the excess resource capacities of a set 
of users subscribing to resources in the cloud over diverse or 
varying subscription periods, and aggregating those 
resources to present in a bundled resource offering to a set of 
marketplace clouds over uniform or synchronized time inter 
vals, on a combined basis. 

BACKGROUND 

[0002] The advent of cloud-based computing architectures 
has opened neW possibilities for the rapid and scalable 
deployment of virtual Web stores, media outlets, social net 
Working sites, and many other on-line sites or services. In 
general, a cloud-based architecture deploys a set of hosted 
resources such as processors, operating systems, software 
and other components that can be combined together to form 
virtual machines. A user or customer can request the instan 
tiation of a virtual machine or set of machines from those 
resources from a central server or cloud management system 
to perform intended tasks, services, or applications. For 
example, a user may Wish to set up and instantiate a virtual 
server from the cloud to create a storefront to market products 
or services on a temporary basis, for instance, to sell tickets to 
or merchandise for an upcoming sports or musical perfor 
mance. The user can subscribe to the set of resources needed 

to build and run the set of instantiated virtual machines on a 
comparatively short-term basis, such as hours or days, for 
their intended application. 
[0003] Typically, When a user utiliZes a cloud, the user must 
track the softWare applications executed in the cloud and/or 
processes instantiated in the cloud. For example, the user 
must track the cloud processes to ensure that the correct cloud 
processes have been instantiated, that the cloud processes are 
functioning properly and/or ef?ciently, that the cloud is pro 
viding su?icient resources to the cloud processes, and so 
forth. Due in part to the requirements and overall usage of the 
cloud, the user may have many applications and/or processes 
instantiated in a cloud at any given instant, and the user’s 
deployment of virtual machines, softWare, and other 
resources can change dynamically over time. In cases, the 
user may also utiliZe multiple independent host clouds to 
support the user’s cloud deployment. That user may further 
instantiate and use multiple applications or other softWare or 
services inside or across multiple of those cloud boundaries, 
and those resources may be used or consumed by multiple or 
differing end-user groups in those different cloud netWorks. 
[0004] In terms of the administrative capture of a user’s 
resource consumption that may be spread across several inde 
pendent host clouds, existing platforms today provide no 
mechanism by Which a resource provider and/or other opera 
tor or administrator can track the resource consumption by 
the user across all currently utiliZed host clouds, in an orga 
niZed or centraliZed fashion. That is, the user may have instan 

Aug. 30, 2012 

tiated a certain number of instances or copies of an operating 
system or application in one host cloud, While at the same 
time running or executing another number of instances of the 
same operating system or application in another, independent 
host cloud or clouds. In instances, the set of host clouds may 
operate independently and With no operating agreement 
betWeen them. Usage data for the user may therefore not be 
shared or be visible betWeen those host clouds. In addition, 
the set of host clouds can also change over time during the 
course of a Week, month, and/or other period, making coor 
dination of subscription details including usage history di?i 
cult or impossible. 

[0005] In cases Where the user may subscribe to operating 
system, application, and/or other softWare or hardWare 
resources based on subscription levels or limits, it may 
accordingly be dif?cult or impossible to keep a running tally 
of the user’s resource consumption on an aggregate basis, 
across all operative host clouds. If the user, for instance, has a 
subscription limit of 300 instances of an executing applica 
tion With a per-cloud limit of 100 instances, and reaches 100 
instances in one host cloud at the same time that 90 instances 
of that application is operating in a second host cloud and 120 
are operating in a third cloud, the application provider, indi 
vidual host clouds, and/or other entities may not be able to 
timely or accurately determine that the user has reached their 
instance limit in one cloud, and exceeded their instance 
threshold in a second cloud. This can occur, for example, 
because individual host clouds may not have visibility on the 
resource consumption and/or subscription limits or param 
eters that may apply in other clouds. 

[0006] Moreover, those entities and their associated billing 
infrastructure may not be equipped to identify not just over 
consumption of resources Within certain subscription or 
usage periods, but also under-consumption of those 
resources. The individual host clouds and other entities may 
therefore not be able to accurately apply the user’s subscrip 
tion limits and/or other parameters, such as supplemental 
billing for over-limit resource consumption, on an aggregate 
basis. Among other things, this may prevent any individual 
host cloud, or application provider or other resource provider, 
from identifying the potential under-consumption of one or 
more subscribed resources in diverse host clouds that could, 
in theory, be captured and aggregated to permit the user to 
receive a credit, offset, and/ or other adjustment to their over 
all subscription costs, on an aggregate basis. 

[0007] Further, in terms of subscription management and 
associated tracking of resource consumption, in knoWn cloud 
management systems and related billing infrastructure, the 
subscription period or other time interval that is used to track 
the user’s consumption of processor, memory, operating sys 
tem, or other resources may be ?xed or predetermined. That 
interval may be set, for example, to a one-hour, one-day, 
and/or other period or interval over Which the user’s con 
sumption of cloud resources is accumulated. When a conven 
tional cloud management system employs such ?xed or rela 
tively coarse-grained set of intervals, hoWever, the resource 
usage that is captured may not be fully accurate or timely. 
When the cloud management system or associated logic takes 
a snapshot of operating system instances, for instance, on a 
once-per-hour basis, if a particular user exhibits bursty or 
other transient consumption patterns, such as consumption of 
operating system instances that exceeds subscription limits 
for only a feW minutes at a time, the tracking infrastructure 
may not be able to detect or resolve those peaks. In cases, the 
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user’s subscription levels might call out for additional sub 
scription fees, limit adjustments, and/or other factors that 
should be applied to large or transient excursions in resource 
consumption. Those factors may not be accounted for When 
the cloud management system or associated administrative 
infrastructure is incapable of detecting such consumption 
events Within a relevant consumption period. 
[0008] In further aspects, it may be desirable for users to 
identify periods in Which they exhibit or are expected to 
exhibit a temporary reduction in resource consumption, thus 
resulting in potential excess capacity in the subscribed 
resources over relatively short-term periods. When that sce 
nario takes place, the temporarily unused resources may be 
able to be leveraged to offer those resources to a set of mar 
ketplace clouds on a short-term basis. That is, the user having 
temporary excess capacity in their subscribed cloud resources 
may Wish to offer to temporarily re-assign those resources to 
other users and/ or cloud providers requiring additional short 
term resources, on a spot marketplace or brokered basis. 
[0009] In instances, a set of users, such as a collection of 
related users Within an organiZation or, in cases, a set of 
unrelated users, may consider combining their excess 
resource capacities to produce a bundled resource package to 
offer to a set of marketplace clouds, on a combined brokered 
basis. The aggregation of diverse resources from multiple 
users can achieve, among other things, larger total capacities, 
redundancies, and/or other features for resources in the 
resource brokerage bundle contributed to the set of market 
place clouds. 
[0010] Identifying and preparing a set of resources for a 
resource brokerage bundle to be offered or tendered to a set of 
marketplace clouds can, hoWever, involve or encounter vari 
ous issues that could hamper resource delivery. For one, the 
various users experiencing or expecting short-term excess 
resource capacities may not all be operating on the same 
subscription periods, so that While each may have resources to 
potentially contribute, the periods over Which they can broker 
those resources may be of different lengths, and/ or start or end 
at different times so that staggering those resources for deliv 
ery may be dif?cult in unaltered form. In addition, in cases, 
unequal or non-synchronized subscription periods can result 
Where one or more users may be operating on a dynamically 
adjusted or updated set of subscription periods, in Which 
management logic may track the hourly, daily, and/or other 
subscription intervals for those users and lengthen or shorten 
those intervals, depending on peaks, bursts, or other con 
sumption trends. 
[0011] It may be desirable to provide systems and methods 
for generating a marketplace brokerage exchange of excess 
subscribed resources using dynamic subscription periods, in 
Which the available excess capacities of a variety of users can 
be identi?ed and combined for delivery to a cloud market 
place system even While those excess subscription periods 
vary or dynamically change, and While con?guring the sub 
scription or contribution periods for those users to permit 
uniform or synchroniZed scheduling of resource brokerage 
activities With the set of target marketplace clouds. 

DESCRIPTION OF DRAWINGS 

[0012] FIG. 1 illustrates an overall cloud system architec 
ture in Which various aspects of systems and methods for 
generating marketplace brokerage exchange of excess sub 
scribed resources using dynamic subscription periods can be 
implemented, according to embodiments; 
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[0013] FIG. 2 illustrates an overall cloud system architec 
ture in Which various aspects of systems and methods for 
generating marketplace brokerage exchange of excess sub 
scribed resources using dynamic subscription periods can be 
implemented, in further regards; 
[0014] FIG. 3 illustrates a netWork con?guration in Which 
systems and methods for generating marketplace brokerage 
exchange of excess subscribed resources using dynamic sub 
scription periods can be implemented, including the capture 
and reconciliation of short-term resource consumption mar 
gins across a set of multiple users, and potentially across 
multiple host clouds; 
[0015] FIG. 4 illustrates an exemplary data structure in 
Which the capture and aggregation of marginal resource con 
sumption data for multiple users, and available excess capac 
ity from those users can be encoded and stored, according to 
various aspects; 
[0016] FIG. 5 illustrates an exemplary data structure in 
Which data including sets of resource contributions from mul 
tiple users for one or more dynamic resource contribution 

intervals can be encoded and stored, according to aspects; 
[0017] FIG. 6 illustrates an exemplary hardWare con?gu 
ration for a cloud management system and/or other hardWare 
that can support and maintain one or more cloud-based net 

Works, according to various embodiments; 
[0018] FIG. 7 illustrates a ?owchart for the analysis and 
processing of short-term resource consumption by a set of 
users in different clouds, and the reconciliation of different 
marginal consumption values for those users including poten 
tially across those clouds in an aggregate or offset subscrip 
tion cost, that can be used in systems and methods for gener 
ating optimiZed resource consumption periods for multiple 
users on a combined basis, according to various embodi 
ments; and 
[0019] FIG. 8 illustrates a ?owchart for the processing of 
excess resources over differing or varying dynamic subscrip 
tion periods, according to various embodiments. 

DESCRIPTION 

[0020] Embodiments described herein can be implemented 
in or supported by a cloud netWork architecture. As used 
herein, a “cloud” can comprise a collection of hardWare, 
softWare, services, and/or resources that can be invoked to 
instantiate a virtual machine, process, or other resource for a 
limited or de?ned duration. As shoWn for example in FIG. 1, 
the collection of resources supporting a cloud 102 can at a 
hardWare level comprise a set of resource servers 108 con?g 
ured to deliver computing components needed to instantiate a 
virtual machine, process, service, or other resource. For 
example, one group of resource servers in set of resource 
servers 108 can host and serve an operating system, and/or 
components, utilities, or interfaces related to that operating 
system, to deliver to a virtual target, and instantiate that 
machine With an image of that operating system. Another 
group of servers in set of resource servers 108 can accept 

requests to host computing cycles or processor time, memory 
allocations, communications ports or links, and/or other 
resources to supply a de?ned level of processing poWer or 
throughput for a virtual machine. A further group of resource 
servers in set of resource servers 108 can host and serve 

applications or other softWare to load on an instantiation of a 
virtual machine, such as an email client, a broWser applica 
tion, a messaging application, or other applications, softWare, 
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or services. Other types of resource servers can be used to 

support one or more clouds 102. 

[0021] In embodiments, the entire set of resource servers 
108 and/or other hardware or software resources used to 

support one or more clouds 102, along with the set of instan 
tiated virtual machines, can be managed by a cloud manage 
ment system 104. The cloud management system 104 can 
comprise a dedicated or centraliZed server and/or other soft 

ware, hardware, services, and network tools that communi 
cate via network 106, such as the Internet or other public or 
private network, with all servers in set of resource servers 108 
to manage the cloud 102 and its operation. To instantiate a 
new or updated set of virtual machines, a user can transmit an 

instantiation request to the cloud management system 104 for 
the particular type of virtual machine they wish to invoke for 
their intended application. A user can for instance make a 
request to instantiate a set of virtual machines con?gured for 
email, messaging or other applications from the cloud 102. 
The virtual machines can be instantiated as virtual client 
machines, virtual appliance machines consisting of special 
purpose or dedicated-task machines as understood in the art, 
and/or as other virtual machines or entities. The request to 
invoke and instantiate the desired complement of virtual 
machines can be received and processed by the cloud man 
agement system 104, which identi?es the type of virtual 
machine, process, or other resource being requested in that 
platform’s associated cloud. The cloud management system 
104 can then identify the collection of hardware, software, 
service, and/or other resources necessary to instantiate that 
complement of virtual machines or other resources. In 
embodiments, the set of instantiated virtual machines or other 
resources can, for example, and as noted, comprise virtual 
transaction servers used to support Web storefronts, Web 
pages, and/or other transaction sites. 

[0022] In embodiments, the user’s instantiation request can 
specify a variety of parameters de?ning the operation of the 
set of virtual machines to be invoked. The instantiation 
request, for example, can specify a de?ned period of time for 
which the instantiated collection of machines, services, or 
processes is needed. The period of time can be, for example, 
an hour, a day, a month, or other interval of time. In embodi 
ments, the user’s instantiation request can specify the instan 
tiation of a set of virtual machines or processes on a taskbasis, 
rather than for a predetermined amount or interval of time. 
For instance, a user could request a set of virtual provisioning 
servers and other resources until a target software update is 
completed on a population of corporate or other machines. 
The user’s instantiation request can in further regards specify 
other parameters that de?ne the con?guration and operation 
of the set of virtual machines or other instantiated resources. 
For example, the request can specify a speci?c minimum or 
maximum amount of processing power or input/output (I/ O) 
throughput that the user wishes to be available to each 
instance of the virtual machine or other resource. In embodi 
ments, the requesting user can for instance specify a service 
level agreement (SLA) acceptable for their desired set of 
applications or services. Other parameters and settings can be 
used to instantiate and operate a set of virtual machines, 
software, and other resources in the host clouds. One skilled 
in the art will realiZe that the user’s request can likewise 
include combinations of the foregoing exemplary parameters, 
and others. It may be noted that “user” herein can include a 
network-level user or subscriber to cloud-based networks, 
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such as a corporation, government entity, educational institu 
tion, and/or other entity, including individual users and 
groups of users. 

[0023] When the request to instantiate a set of virtual 
machines or other resources has been received and the nec 
essary resources to build those machines or resources have 

been identi?ed, the cloud management system 104 can com 
municate with one or more set of resource servers 108 to 

locate resources to supply the required components. Gener 
ally, the cloud management system 104 can select servers 
from the diverse set of resource servers 108 to assemble the 

various components needed to build the requested set of vir 
tual machines, services, or other resources. It may be noted 
that in some embodiments, permanent storage, such as optical 
storage or hard disk arrays, may or may not be included or 
located within the set of resource servers 108 available to the 
cloud management system 104, since the set of instantiated 
virtual machines or other resources may be intended to oper 

ate on a purely transient or temporary basis. In embodiments, 
other hardware, software or other resources not strictly 
located or hosted in one or more clouds 102 can be accessed 

and leveraged as needed. For example, other software or 
services that are provided outside of one or more clouds 102 
acting as hosts, and are instead hosted by third parties outside 
the boundaries of those clouds, can be invoked by in-cloud 
virtual machines or users. For further example, other non 
cloud hardware and/or storage services can be utiliZed as an 
extension to the one or more clouds 102 acting as hosts or 

native clouds, for instance, on an on-demand, subscribed, or 
event-triggered basis. 
[0024] With the resource requirements identi?ed for build 
ing a network of virtual machines, the cloud management 
system 104 can extract and buildthe set of virtual machines or 
other resources on a dynamic, on-demand basis. For example, 
one set of resource servers 108, may respond to an instantia 
tion, request for a given quantity of processor cycles with an 
offer to deliver that computational power immediately and 
guaranteed for the next hour or day. A further set of resource 
servers 108 can offer to immediately supply communication 
bandwidth, for example on a guaranteed minimum or best 
efforts basis, for instance over a de?ned window of time. In 
other embodiments, the set of virtual machines or other 
resources can be built on a batch basis, or at a particular future 
time. For example, a set of resource servers 108 may respond 
to a request for instantiation of virtual machines at a pro 
grammed time with an offer to deliver the speci?ed quantity 
of processor cycles within a speci?c amount of time, such as 
the next 12 hours. Other timing and resource con?gurations 
are possible. 

[0025] After interrogating and receiving resource commit 
ments from the set of resource servers 108, the cloud man 
agement system 104 can select a group of servers in the set of 
resource servers 108 that match or best match the instantia 
tion request for each component needed to build the user’s 
requested virtual machine, service, or other resource. The 
cloud management system 104 for the one or more clouds 102 
acting as the destination for the virtual machines can then 
coordinate the integration of the identi?ed group of servers 
from the set of resource servers 108, to build and launch the 
requested set of virtual machines or other resources. The 
cloud management system 104 can track the identi?ed group 
of servers selected from the set of resource servers 108, or 
other distributed resources that are dynamically or tempo 
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rarily combined, to produce and manage the requested virtual 
machine population, services, or other cloud-based 
resources. 

[0026] In embodiments, the cloud management system 104 
can generate a resource aggregation table or other record that 
identi?es the various selected sets of resource servers in set of 
resource servers 108 that Will be used to supply the compo 
nents of the set of instantiated virtual machines, services, or 
processes. The selected sets of resource servers can be iden 
ti?ed by unique identi?ers such as, for instance, Internet 
protocol (IP) addresses or other addresses. In aspects, differ 
ent sets of servers in set of resource servers 108 can be 

selected to deliver different resources to different users and/ or 
for different applications. The cloud management system 104 
can register the ?nalized group of servers in the set resource 
servers 108 contributing to or otherWise supporting the set of 
instantiated machines, services, or processes. 
[0027] The cloud management system 104 can then set up 
and launch the initiation process to instantiate the virtual 
machines, processes, services, and/or other resources to be 
hosted and delivered from the one or more clouds 102. The 
cloud management system 104 can for instance transmit an 
instantiation command or instruction to the registered group 
of servers in the set of resource servers 108. The cloud man 

agement system 104 can receive a con?rmation message back 
from each registered server in set of resource servers 108 
indicating a status or state regarding the provisioning of their 
respective resources. Various registered resource servers may 
con?rm, for example, the availability of a dedicated amount 
of processor cycles, amounts of electronic memory, commu 
nications bandWidth, services, and/or applications or other 
softWare prepared to be served and delivered. 
[0028] As shoWn for example in FIG. 2, after coordination 
of the sources and con?guration of resources including the 
hardWare layer, selected softWare, and/ or other resources, the 
cloud management system 104 can then instantiate a set of 
virtual machines 116, and/or other appliances, services, pro 
cesses, and/or entities, based on the resources supplied by 
servers Within set of resource servers 108 registered to sup 
port the one or more clouds 102 in a multiple-cloud network 
110. According to aspects, cloud management system 104 
can access or interact With a virtualiZation module, platform, 
or service to instantiate and operate set of virtual machines 
116, such as the kernel-based virtualiZation manager 
(KVMTM) available from Red Hat, Inc. of Raleigh, NC, or 
others. In embodiments, the cloud management system 104 
can instantiate a given number, for example, 10, 500, 1000, 
20,000, or other numbers or instances of virtual machines to 
populate one or more clouds 102 and be made available to 
users of that cloud or clouds. In aspects, users may access the 
one or more clouds 102 via the Internet, or other public or 
private netWorks. Each virtual machine can be assigned an 
instantiated machine ID that can be stored in the resource 
aggregation table, or other record or image of the instantiated 
virtual machine population. Additionally, the cloud manage 
ment system 104 can store data related to the duration of the 
existence or operation of each operating virtual machine, as 
Well as the collection of resources utiliZed by the overall set of 
instantiated virtual machines 116. 

[0029] In embodiments, the cloud management system 104 
can further store, track and manage each user’s identity and 
associated set of rights or entitlements to softWare, hardWare, 
and other resources. Each user that operates a virtual machine 
or service in the set of virtual machines in the cloud can have 
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speci?c rights and resources assigned and made available to 
them, With associated access rights and security provisions. 
The cloud management system 104 can track and con?gure 
speci?c actions that each user can perform, such as the ability 
to provision a set of virtual machines With softWare applica 
tions or other resources, con?gure a set of virtual machines to 
desired speci?cations, submit jobs to the set of virtual 
machines or other host, manage other users of the set of 
instantiated virtual machines 116 or other resources, and/or 
other privileges, entitlements, or actions. The cloud manage 
ment system 104 associated With the virtual machine(s) of 
each user can further generate records of the usage of instan 
tiated virtual machines to permit tracking, billing, and audit 
ing of the resources and services consumed by the user or set 
of users. In aspects of the present teachings, the tracking of 
usage activity for one or more user (including netWork level 
user and/or end-user) can be abstracted from any one cloud to 
Which that user is registered, and made available from an 
external or independent usage tracking service capable of 
tracking softWare and other usage across an arbitrary collec 
tion of clouds, as described herein. In embodiments, the cloud 
management system 104 of an associated cloud can for 
example meter the usage and/or duration of the set of instan 
tiated virtual machines 116, to generate subscription and/or 
billing records for a user that has launched those machines. In 
aspects, tracking records can in addition or instead be gener 
ated by an internal service operating Within a given cloud. 
Other subscription, billing, entitlement and/or value arrange 
ments are possible. 

[0030] The cloud management system 104 can con?gure 
each virtual machine in set of instantiated virtual machines 
116 to be made available to users via one or more netWorks 
116, such as the Internet or other public or private netWorks. 
Those users can for instance access set of instantiated virtual 
machines via a broWser interface, via an application server 
such as a JavaTM server, via an application programming 
interface (API), and/ or other interface or mechanism. Each 
instantiated virtual machine in set of instantiated virtual 
machines 116 can likeWise communicate With its associated 
cloud management system 104 and the registered servers in 
set of resource servers 108 via a standard Web application 
programming interface (API), or via other calls, protocols, 
and/or interfaces. The set of instantiated virtual machines 116 
can likeWise communicate With each other, as Well as other 
sites, servers, locations, and resources available via the Inter 
net or other public or private netWorks, Whether Within a given 
cloud in one or more clouds 102, or betWeen those or other 
clouds. 

[0031] It may be noted that While a broWser interface or 
other front-end can be used to vieW and operate the set of 
instantiated virtual machines 116 from a client or terminal, 
the processing, memory, communications, storage, and other 
hardWare as Well as softWare resources required to be com 
bined to build the virtual machines or other resources are all 
hosted remotely in the one or more clouds 102. In embodi 
ments, the set of virtual machines 116 or other services, 
machines, or resources may not depend in any degree on or 
require the user’s oWn on-premise hardWare or other 
resources. In embodiments, a user can therefore request and 
instantiate a set of virtual machines or other resources on a 

purely off-premise basis, for instance to build and launch a 
virtual storefront, messaging site, and/or any other applica 
tion. LikeWise, one or more clouds 102 can also be formed in 
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Whole or part from resources hosted or maintained by the 
users of those clouds, themselves. 

[0032] Because the cloud management system 104 in one 
regard speci?es, builds, operates and manages the set of 
instantiated virtual machines 116 on a logical or virtual level, 
the user can request and receive different sets of virtual 
machines and other resources on a real-time or near real-time 

basis, Without a need to specify, install, or con?gure any 
particular hardWare. The user’s set of instantiated virtual 
machines 116, processes, services, and/ or other resources can 
in one regard therefore be scaled up or doWn immediately or 
virtually immediately on an on-demand basis, if desired. In 
embodiments, the set of resource servers 108 that are 
accessed by the cloud management system 104 to support the 
set of instantiated virtual machines 116 or processes can 
change or be substituted, over time. The type and operating 
characteristics of the set of instantiated virtual machines 116 
can nevertheless remain constant or virtually constant, since 
instances are assembled from a collection of abstracted 
resources that can be selected and maintained from diverse 
sources based on uniform speci?cations. Conversely, the 
users of the set of instantiated virtual machines 116 can also 
change or update the resource or operational speci?cations of 
those machines at any time. The cloud management system 
104 and/or other logic can then adapt the allocated resources 
for that population of virtual machines or other entities, on a 
dynamic basis. 
[0033] In terms of netWork management of the set of instan 
tiate virtual machines 116 that have been successfully con 
?gured and instantiated, the one or more cloud management 
systems 104 associated With those machines can perform 
various netWork management tasks including security, main 
tenance, and metering for billing or subscription purposes. 
The cloud management system 104 of one or more clouds 102 
can, for example, install, initiate, suspend, or terminate 
instances of applications or appliances on individual 
machines. The cloud management system 104 can similarly 
monitor one or more operating virtual machines to detect any 
virus or other rogue process on individual machines, and for 
instance terminate an application identi?ed as infected, or a 
virtual machine detected to have entered a fault state. The 
cloud management system 104 can likeWise manage the set of 
instantiated virtual machines 116 or other resources on a 

netWork-Wide or other collective basis, for instance, to push 
the delivery a softWare upgrade to all active virtual machines 
or subsets of machines. Other netWork management pro 
cesses can be carried out by cloud management system 104 
and/or other associated logic. 
[0034] In embodiments, more than one set of virtual 
machines can be instantiated in a given cloud at the same 
time, at overlapping times, and/or at successive times or inter 
vals. The cloud management system 104 can, in such imple 
mentations, build, launch and manage multiple sets of virtual 
machines as part of the set of instantiated virtual machines 
116 based on the same or different underlying set of resource 
servers 108, With populations of different virtual machines 
such as may be requested by the same or different users. The 
cloud management system 104 can institute and enforce secu 
rity protocols in one or more clouds 102 hosting one or more 
sets of virtual machines. Each of the individual sets or subsets 
of virtual machines in the set of instantiated virtual machines 
116 can be hosted in a respective partition or sub-cloud of the 
resources of the main cloud 102. The cloud management 
system 104 of one or more clouds 102 can for example deploy 
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services speci?c to isolated or de?ned sub-clouds, or isolate 
individual Workloads/processes Within the cloud to a speci?c 
sub-cloud or other sub-domain or partition of the one or more 
clouds 102 acting as host. The subdivision of one or more 
clouds 102 into distinct transient sub-clouds, sub-compo 
nents, or other subsets Which have assured security and iso 
lation features can assist in establishing a multiple user or 
multi-tenant cloud arrangement. In a multiple-user scenario, 
each of the multiple users can use the cloud platform as a 
common utility While retaining the assurance that their infor 
mation is secure from other users of the same one or more 

clouds 102. In further embodiments, sub-clouds can never 
theless be con?gured to share resources, if desired. 
[0035] In embodiments, and as also shoWn in FIG. 2, the set 
of instantiated virtual machines 116 generated in a ?rst cloud 
in one or more clouds 102 can also interact With a set of 

instantiated virtual machines, services, and/ or processes gen 
erated in a second, third or further cloud in one or more clouds 
102, comprising a multiple-cloud netWork 110. The cloud 
management system 104 of a ?rst cloud of one or more clouds 
102 can interface With the cloud management system 104 of 
a second, third, or further cloud of one or more clouds 102 to 
coordinate those domains and operate the clouds and/or vir 
tual machines, services, and/ or processes on a combined 
basis. The cloud management system 104 of a given cloud on 
one or more clouds 102 can in aspects track and manage 
individual virtual machines or other resources instantiated in 
that cloud, as Well as the set of instantiated virtual machines 
or other resources in other clouds. 

[0036] In the foregoing and other embodiments, the user 
making an instantiation request or otherWise accessing or 
utiliZing the cloud netWork can be a person, customer, sub 
scriber, administrator, corporation, organization, govem 
ment, and/ or other entity. In embodiments, the user can be or 
include another virtual machine, application, service and/or 
process. In further embodiments, multiple users or entities 
can share the use of a set of virtual machines or other 
resources. 

[0037] Aspects of the present teachings relate to platforms 
and techniques in Which a central or distributed entitlement or 
subscription engine can communicate With each host cloud in 
a set of host clouds, track marginal consumption rates or 
values in those clouds, and aggregate the excess resource 
capacities of the set of users over a set of diverse, different, 
inconsistent, and/or dynamically varying time periods, and 
bundle those aggregate resources to deliver to a cloud mar 
ketplace system for potential short-term assignment to one or 
more marketplace clouds. 

[0038] FIG. 3 shoWs an illustrative netWork con?guration 
in Which systems and methods for generating marketplace 
brokerage exchange of excess subscribed resources using 
dynamic subscription periods can be implemented, according 
to various embodiments. In embodiments as shoWn, one or 
more users can operate a user premise 144, such as a local area 

netWork With a set of servers and client machines, and/or 
other machines or resources. In aspects, a set of users 190 can 

in addition or instead operate one or more sets of virtual 
machines, appliances, and/or other virtual entities (not 
shoWn) in a set of host clouds 142. In aspects, the set of users 
190 can be or include a collection of sub-groups of users Who 
are each a?iliated With or a part of the same entity, such as a 
corporation, government entity, and/or other organiZation. 
For example, a corporation can deploy multiple teams of 
engineers or developers on the same or different projects, 
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With each team having the same or different software entitle 
ments, user security, and/ or other network features. In 
aspects, the corporation and/or other collective entity can 
establish overall subscription parameters to Which its users 
are entitled on a collective basis. In cases, the individual 
teams or users may not be aWare or have a mechanism by 

Which to track overall resource consumption on a collective 
basis, for instance to maintain service or resource level limits. 
For instance, a corporation or other entity having one engi 
neering team located on the East Coast of the Us. With one 
local area or private netWork and administrator, a second 
engineering team located on the West Coast of the Us. With 
a separately installed netWork and separate administrators 
and tools, a third team consisting of management personnel in 
Europe having separate netWorks, user groups or sub -groups, 
and a fourth team or group in South America assigned to 
research and development With its oWn netWork and manage 
ment resources, Would possibly not be able to collect and 
vieW consumption data for all users and/or groups or sub 
groups of users, on an aggregate basis, using conventional 
cloud metering platforms. In aspects, some or all of the set of 
users 190 can also be unrelated or una?iliated. 

[0039] According to aspects, systems and methods accord 
ing to the present teachings can permit the aggregation of 
consumption periods, consumption limits, subscription 
terms, and/ or other subscription or netWork management 
details on a collective basis for or other netWorks hosting a 
potentially large-scale set of users 190, Which users could be 
spread out over a possibly Widespread set of geographic 
areas. In aspects, the set of host clouds 142 hosting the set of 
users 190 can include a set of diverse and/or otherWise unre 

lated cloud-based netWorks to Which the set of users 190 can 
subscribe for various resources under various subscription 
terms, limits, criteria, service level agreements, and/or other 
conditions, Which can be recorded or re?ected in a set of 
subscription parameters 146. The set of subscription param 
eters 146 can for instance be stored in the cloud store 138 
hosted or accessed by a cloud management system 104, and/ 
or in other storage resources or locations. 

[0040] In embodiments as shoWn, an administrator and/or 
other user can operate a client 154 or other interface or ter 

minal, for instance a client located in or communicating With 
the user premise 144 to access the set of subscription param 
eters 146 and other information related to the consumption of 
resources in the set of host clouds 142 by the set of users 190. 
In aspects, the consumption of resources in the set of host 
clouds 142 and generation of related billing events and other 
subscription-related activities can be tracked and managed by 
an entitlement engine 140, Which can be hosted in the cloud 
management system 104 and/or in other locations, resources, 
or services. According to aspects, the entitlement engine 140 
can communicate With a one or more resource providers 156, 
such as the vendors of softWare such as operating systems, 
applications, utilities, and/or other programs, services, and/or 
related resources. The one or more resource providers 156 can 

maintain part or all of the terms, conditions, limits, criteria, 
stipulations, and/or other parameters of the subscription of 
the set of users 190 to one or more resources hosted or pro 

visioned in the set of host clouds 142, and for instance 
re?ected in the set of subscription parameters 146. 

[0041] In embodiments, the relationship betWeen the user 
premise 144 or other bare-metal or virtual machines and the 
set of host clouds 142 can be con?gured to operate on a 
rollover or failover basis, for instance, to provide instances of 
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virtual machines When the installed hardWare and associated 
resources of the user premise 144 is insu?icient to support 
immediate processing, throughput, and/or other demands. In 
exemplary situations, the set of users 190 can for instance 
maintain or have an entitlement to 1000 instances or other 

limits or thresholds of an operating system operating or 
executing at the same time, When aggregated over all users in 
the set ofusers 190 and/or the set ofhost clouds 142. When the 
executing Workload, potentially including user premise 144, 
demands more instances than that resource limit, the cloud 
management system 104 and/ or other logic or services can be 
con?gured to instantiate additional virtual machines in one or 
more of the set of host clouds 142 to satisfy those short-term 
demands for the set of users 190 on a collective basis. 

[0042] In that scenario, and/or in other scenarios Where the 
set of users 190 operate an other than over?oW or backup 
basis, each host cloud in the set of host clouds 142 can capture 
and store a set of local usage data 152. The set of local usage 
data 152 can record the consumption or use of resources in a 

local host cloud in the set of host clouds 142, such as the 
number of instances of softWare including operating systems 
and applications, processor resources, memory resources, 
communications resources, storage resources, and/or other 
elements or resources. The set of local usage data 152 can 

include usage data for one, some, and/or all of the set of users 
190 operating virtual machines or otherWise consuming 
resources in each particular host cloud. The entitlement 
engine 140 can periodically receive the set of local usage data 
152 and/ or updates to that information from one or more host 
clouds in the set of host clouds 142. The receipt of the set of 
local usage data 152 or any portion of the set of local usage 
data 152 can be performed in aspects on a pull or demand 
basis, Where the entitlement engine 140 and/ or other logic can 
issue commands or instructions to one or more host clouds in 
the set of host clouds 142, and receive that data back from the 
interrogated cloud or clouds. In aspects, the set of local usage 
data 152 can be transmitted to the entitlement engine 140 on 
a push basis, for instance, on a scheduled, predetermined, 
event-triggered, and/ or other basis initiated by one or more of 
the host clouds in set of host clouds 142, themselves. Other 
channels, schedules, and techniques for the collection of the 
set of local usage data 152 from any one or more of the set of 
host clouds 142 can be used. 

[0043] After receipt ofthe set oflocal usage data 152, any 
portion or component of the set of local usage data 152, 
and/or updates to the same, the entitlement engine 140 can 
collect and aggregate the set of local usage data 152 from the 
various host clouds and organiZe that data in a set of aggregate 
usage history data 148. The set of aggregate usage history 
data 148 can re?ect recent and/or accumulated usage con 
sumption by the set ofusers 190 user in all of the set of host 
clouds 142, over comparatively short-term periods or inter 
vals such as minutes, one or more hours, one day, a number of 
days, a Week, a month or months, and/ or other intervals or 
periods. In aspects, the entitlement engine 140 can collect the 
set of local usage data 152 regardless of Whether each of those 
clouds is con?gured to communicate With each other or not. 
In aspects, the set of aggregate usage history data 148 can 
present to the entitlement engine 140 and/or other logic the 
combined resource consumption by the set of users 190 
across the user premise 144 and/or all operating virtual 
machines or entities, on an hour-by-hour, day-by-day, and/or 
other relatively short-term basis. 
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[0044] According to aspects, the entitlement engine 140 
can thereby identify comparatively short-term resource con 
sumption by the virtual machines or other entities, sites or 
nodes operated by the set of users 190, and capture and track 
that consumption compared to the short-term limits, levels, or 
caps that may be contained in the set of subscription param 
eters 146 for that user. The entitlement engine 140 can there 
fore generate or determine a short-term consumption margin 
for each resource Which the set of users 190 consume and/or 
subscribe to in each cloud in the set of host clouds 142, 
indicating Whether over the course of an hour or other period 
the consumption rates or values are over the subscription limit 
for a given resource, under the subscription limit, or at or 
nearly at the subscription limit for that resource. 

[0045] Both the over and under-consumption margins for 
each resource can be captured and calculated, from Which the 
entitlement engine 140 can generate a set of short-term user 
aggregated margins 178 representing the collective short 
term consumption of that resource across the diverse host 
clouds in set of host clouds 142, resulting in an offset or 
aggregate consumption value. Deviations from short-term 
consumption caps, limits, service level agreements (SLAs), 
and/or other criteria can therefore be combined, averaged, 
aggregated, and/or otherWise “smoothed out” to more accu 
rately and/ or timely re?ect the consumption patterns of the set 
ofusers 190, as a Whole on an aggregate basis. In aspects, the 
resource provider 156, the cloud operators or providers of the 
set of host clouds 142, and/or other entities can thereby 
charge, bill, or otherWise adjust the subscription costs or other 
factors encoded in the billing record 150 sent to the set of 
users 190, for instance via an administrator or other users, so 
that their subscription obligations more closely track the 
actual consumption behavior demonstrated by the set of users 
190. In aspects, the set of short-term user-aggregated margins 
178 can for instance be used to establish short-term marginal 
subscription costs based on short-term deviations from any 
subscription consumption limits, Which costs can then be 
combined over different time periods to further average or 
aggregate the deviations in resource consumption. In aspects, 
the detection of bursts and relaxations in resource consump 
tion over relatively short-term periods can thereby alloW both 
positive and negative offsets or margins in subscription costs, 
creating a more accurate assignment of subscription rates. 

[0046] In implementations as shoWn, after detecting the set 
of short-term user-aggregated margins 178 for each resource 
of interest, the entitlement engine 140 can generate a billing 
record 150 re?ecting that event, for purposes of noti?cation to 
the user and collection of billing amounts or other responses. 
In aspects, the entitlement engine 140 can transmit or forWard 
the billing record 150 to the resource provider 156, such as a 
softWare vendor, to produce and transmit to the user under 
agreed billing arrangements. In aspects, the entitlement 
engine 140 can transmit or forWard the billing record 150 to 
one or more host clouds in set of host clouds 142, including 
those in Which an over-limit resource usage or other event 
took place, to potentially transmit to the set of users 190 
and/or other recipient for similar purposes. In aspects, the 
resource provider 156 and one or more cloud operators or 
cloud providers of the set of host clouds 142 can maintain 
agreements or arrangements for the capture and forWarding 
of the billing record 150, and the collection of any billing 
amounts or credits paid by the user. in aspects, the resource 
provider 156 and the host cloud providers or operators can 
establish arrangements to share or distribute any overage 
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payments or other payments or credits received from users 
betWeen themselves. According to aspects, the monitoring 
and billing capture of short or long-term over-limit resource 
consumption can therefore be conducted, on a marginal offset 
or other basis, even in instances Where each host cloud in set 
of host clouds 142 is not aWare of subscription limits con 
tained in the set of subscription parameters 146, and/or the 
local usage data 152 of one or more of the set of host clouds 
142 is not visible to other host clouds and/or all groups or 
sub-groups of users Within the set of users 190, and/or to other 
participants in the cloud-based netWork. 
[0047] In implementations, one or more users in the set of 
users 190, and/or other users or entities, may Wish to identify 
and “harvest” the excess resource capacities re?ected in the 
short-term consumption margin 166 When a user is consum 
ing one or more resources at a rate or amount that is less than 

their subscription level or limit. The user, users and/or other 
entity (such as a cloud provider) may Wish to locate such 
underutilized resources to offer, tender, and/ or deliver or pro 
vide packages of those resources to one or more clouds on a 

comparatively short-term or temporary interval, on a market 
place or brokered basis. In aspects, the entitlement engine 140 
and/or other logic or service can interact With a brokerage 
engine 210 to communicate With a set of marketplace clouds 
212, to query, interrogate, offer, and/ or exchange a resource 
brokerage bundle 208 identifying excess resources available 
to be brokered and provided to the set of marketplace clouds 
212 for the use and support of those clouds on a de?ned, 
temporary, and/or other relatively short-term basis. In such 
cases and as also shoWn in FIG. 3, the entitlement engine 140, 
the brokerage engine 210, and/or other logic or service can 
detect those virtual machines, operating system instances, 
processor bandWidth, memory, services, clouds, and/or other 
entities or resources that are being underutilized, collect or 
aggregate those resources into the resource brokerage bundle 
208, and transmit or communicate the resource brokerage 
bundle 208 in a command or message to the set of market 
place clouds 212, for instance, to one or more cloud manage 
ment system(s) 104 associated With those marketplace 
clouds. The resource brokerage bundle 208 can indicate, 
merely for instance, that the collective set of users 190 can 
contribute a bundle or resources containing 100 operating 
system instances, processor throughput of 2000 of millions of 
instructions per second (MIPs) or other measure, a memory 
allocation of 2 gigabytes per virtual machine, an input/ output 
(I/O) bandWidth of 1.5 gigabytes per second on one or more 
de?ne communications ports, and/or other resources, assets, 
or services for a period of 2 hours of time from 10:00 pm. to 
12:00 midnight on a speci?ed date. One or more clouds in the 
set of marketplace clouds 212 can respond to the resource 
brokerage bundle 208 by providing an acceptance, rejection, 
and/or other inquiry in a brokerage response message 214 
and/or other message or data to the brokerage engine 210 
and/or other logic or service. For instance, a single cloud in 
the set of marketplace clouds 212 can provide an acceptance 
message to procure or subscribe to all the resources speci?ed 
in the resource brokerage bundle 208 and a rate of $100 per 
hour, and/or other rate. 

[0048] In aspects, any subscription cost, fee, and/or other 
value or remuneration can be determined and/or speci?ed in 
the resource brokerage bundle 208, for instance after being 
generated by the brokerage engine 210. in aspects, any sub 
scription cost, fee, and/or other value or remuneration can be 
determined and/or speci?ed by the cloud or cloud netWork in 
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the set of marketplace clouds 212 itself. In aspects, the bro 
kerage engine 210 and/or other logic or service can specify or 
indicate a subscription fee, cost, and/or other value or remu 
neration to be paid or exchanged in order to procure the 
resources speci?ed in the resource brokerage bundle 208. In 
cases, that fee, cost, and/or value can be provided by user 
input by one or more users in the set of users 190. 

[0049] In aspects, the brokerage engine 210 and/or other 
logic or service can manage a negotiation or exchange 
betWeen the set of users 190 and/or other users or entities 
contributing resources to the resource brokerage bundle 208 
and the set of marketplace clouds 212, for instance to deter 
mine the exact cost or value to be provided in exchange for the 
resources to be contributed to the set of marketplace clouds 
212 and/or other resource consumers. In aspects, the 
exchange can determine the exact level or resources, short 
term subscription or consumption period or periods, and/or 
other details or con?guration settings for the resources to be 
contributed from the set of short-term user-aggregated excess 
capacity 202. In cases, for instance, the user in the set of users 
190 contributing one or more resources to the set of market 
place clouds 212 can request or stipulate a per-unit subscrip 
tion fee or value that is equal to their oWn or underlying 
subscription rate, for the resources re?ected in the In further 
aspects, the value requested, offered, and/ or calculated for the 
temporary contribution of the resources identi?ed in the 
resource brokerage bundle 208 can be made to be changing, 
dynamic, and/or otherWise variable. For instance, a subscrip 
tion or other fee to be paid for the use of the resources 
re?ected in the resource brokerage bundle 208 can be made to 
be a function of the length of the one or more dynamic 
contribution intervals 204. In cases, the subscription or other 
fee or value can be set to be higher When the one or more 
dynamic contribution intervals 204 is longer. In cases, the 
subscription or other fee or value can be set to be higher When 
the level or amount of resource contribution to the short-term 
user-aggregated excess capacity 202 by that user is higher. In 
aspects, the subscription or other fee or value can be set of be 
a function of a combination of resources, With some resources 
and/ or resource combinations entailing a higher subscription 
fee or other cost than others. Other arrangements for deter 
mining the value to be exchanged for the resources re?ected 
in the resource brokerage bundle 208 can be used. 

[0050] In aspects, the collection or bundling of unused or 
excess resource capacities can be performed across those 
users in the set of users 190 and/ or associated resources 

having or using the same metering or subscription periods in 
their respective one or more short-term consumption periods 
160, and/or having or using metering subscription periods 
that are multiples of each other. For instance, the excess 
resources of one user having or using a short-term consump 
tion period of one hour can be combined With the available 
excess resources of a second user having or using a short-term 

consumption period of one half-hour, With the excess 
resources of the second user being combined over tWo (half 
hour) periods With one (one-hour) period of the ?rst user. In 
aspects, the collection or bundling of unused or excess 
resource capacities can be performed across those users in the 
set of users 190 and/or associated resources having or using 
different metering or subscription periods in their respective 
one or more short-term consumption periods 160, as 
described herein. 

[0051] In terms of data capture of the usage, subscription, 
billing and related information used to detect and record 
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marginal resource consumption, excess resource capacity 
?oWs, and/or other events, FIG. 4 illustrates an aggregate 
usage history record 180 that can be used to store the set of 
aggregate usage history data 148 that can store and encode 
various data, attributes, criteria, and/ or other information 
used to track and manage the differential or marginal resource 
consumption in the set of host clouds 142 and/or other host 
sites by the set of users 190. In aspects, the aggregate usage 
history record 180 can be encoded as a relational or other 
database, table, tree, ?le, object, and/or other data store or 
data structure. In aspects as shoWn, the set of aggregate usage 
history data 148 encoded and stored in the aggregate usage 
history record 180 can include tables, entries, values, 
attributes, and/or other information including set of short 
term consumption data 162 re?ecting the usage of one or 
more resources in the set of host clouds 142 by each user in the 
set of users 190 over one or more short-term consumption 

periods 160. In aspects, the one or more short-term consump 
tion periods 160 can be or include a variety of periods or 
intervals, such as one-hour intervals (as shoWn), but can also 
be or include other periods or intervals, such as l, 5, l0, 15, 
and/or 30 minutes, 2 hours, 8 hours, 12 hours, one day or 24 
hours, 3 days, one Week, and/or other time intervals or peri 
ods. In aspects, the one or more short-term consumption 
periods 160 can re?ect a period or interval (or periods or 
intervals) that is/are shorter than the period called for in the set 
of subscription parameters 146 as the basic or de?ned interval 
in terms of resource consumption limits or levels, service 
level agreements (SLAs), and/ or other subscription criteria or 
settings. In aspects, the short-term subscription period 160 
can be de?ned to be equal to the subscription period(s) or 
interval(s) de?ned by the set of subscription parameters 146. 
In aspects, the value, length, or short-term nature of the one or 
more short-term consumption periods 160 can be con?gured 
as dynamic, ?exible, or con?gurable units, rather than de?ned 
as a strict number of minutes, hours, days, and/or Weeks or 
other units. In aspects, the short-term subscription period 160 
can be set or con?gured by a user, such as the cloud provider 
(s) or cloud operator(s) of the set of host clouds 142, by the 
one or more resource providers 156, by the set of users 190 
Whose set of aggregate usage history data 148 is being track 
and administered, and/ or by otherusers or entities. In aspects, 
a record can be kept in the aggregate usage history record 180 
recording, for each cloud in the set of host clouds 142 in 
Which the set of users 190 subscribes and/ or uses or consumes 

resources, the short-term consumption data 162 indicating an 
amount, rate, or other metric of resource consumption over 
each of the one or more short-term consumption periods 160. 

[0052] In aspects as shoWn, the aggregate usage history 
record 180 can likeWise include, for each cloud in the set of 
host clouds 142 and each resource consumed or used in that 
cloud, the short-term consumption limit 164 for that user 
based on the set of subscription parameters 146 and/or other 
information for each user in the set of users 190. In aspects, 
the entitlement engine 140 and/or other logic can generate 
and store a short-term subscription margin 166 re?ecting the 
deviation in terms of under-consumption or over-consump 
tion of each resource for Which each user in the set of users 
190 has a short-term subscription limit 164. The short-term 
subscription margin 166 can thereby re?ect, on a compara 
tively short-term basis, such as every 15 or 30 minutes, hour, 
8 hour, one-day or other period, the marginal amount by 
Which the consumption of a subscribed resource by the set of 
users 190 is ?uctuating and possibly deviating from the short 
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term consumption limit 166. In aspects, the short-term sub 
scription margin 166 can re?ect a negative value, indicating 
that a lesser amount of one or more resource is being con 

sumed or has been consumed compared to limits or levels in 
the set of subscription parameters 146. In aspects, the short 
term subscription margin 166 can re?ect a positive value, 
indicating that a greater amount of one or more resource is 

being consumed or has been consumed compared to limits or 
levels in the set of subscription parameters 146. 
[0053] In aspects, the entitlement engine 140 and/or other 
logic can similarly collect and sum or aggregate the short 
term subscription margin 166 over each host cloud in the set 
of host clouds 142 in Which the set of users 190 is using or 
consuming the subject resource to generate a set of short-term 
user-aggregated margins 178, representing the comparatively 
short-term or immediate net consumption of the resource over 
the set of users 190. In aspects, the set of short-term user 
aggregated margins 178 can also be aggregated over tWo or 
more clouds of the set of host clouds 142. The set of short 
term user-aggregated margins 178 can be calculated and 
stored for each hour and/or other period represented by the 
one or more short-term consumption periods 1 60, for instance 
over the course of one hour, day, one Week, one month, and/ or 
other period or interval. In aspects as shoWn, the entitlement 
engine 140 and/or other logic or service can further calculate 
and store an aggregate consumption total 172 over a de?ned 
period, such as a one-day or other period, summing or aggre 
gating the set of short-term user-aggregated margins 178 for 
a resource for one user over that period. In aspects, the aggre 
gate consumption total 172 can thereby encode the combined, 
net, averaged, and/ or otherWise aggregated effect of the vari 
ous under and over-limit consumption events by the set of 
users 190 in the set of host clouds 142 over 12 hours, 24 hours, 
and/ or other predetermined interval. The entitlement engine 
140 and/or other logic can, in addition, also calculate and 
store a set of offset subscription costs 170 re?ecting the costs, 
surcharges, credits, and/or other adjustments for each hour 
and/ or other period in the one or more short-term consump 
tion periods 160 for a particular resource across the set of 
users 190. A resource provider, cloud operator, and/or other 
entity may be entitled, for instance, to an overage subscription 
fee or charge at a rate of $0.50 per instance for operating 
system (OS) instances over the short-tem consumption limit 
164 based on that usage, and/or other adjustments or factors. 
In aspects, the set of offset subscription costs 170 can be 
computed at a ?xed rate, and/or at a dynamically adjusted 
rate, for instance based on time of usage, total resource con 
sumption, and/or other parameters. The entitlement engine 
140 and/or other service or logic can also generate an aggre 
gate offset subscription cost 174 Which combines or sums the 
set of offset subscription costs 170 for each of the one or more 
short-term consumption periods 160 for a predetermined 
period, such as one day, one Week, one month, and/or other 
period or interval, across the set of users 190. The aggregate 
offset subscription cost 174, and other consumption variables 
and cost factors, can in aspects thereby more accurately cor 
respond to the overall rate or absolute amount of resource 
consumption in the set of host clouds 142 by the set of users 
190. In embodiments, the entitlement engine 140 and/ or other 
logic can in addition combine, sum, and/ or otherWise aggre 
gate or net the aggregate offset subscription cost 174 for 
multiple individual resources Who se consumption data in turn 
has been aggregated across multiple host clouds in the corre 
sponding aggregate offset subscription cost 174, to generate a 
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total offset subscription cost 182. In aspects, the total offset 
subscription cost 182 can encapsulate the net marginal 
resource usage by the set of users 190 against all short-term 
consumption limits 164 With associated costs or credits 
across all host clouds in the set of host clouds 142, all sub 
scribed resources, and/or all daily or other operative time 
periods constructed from the one or more short-term con 
sumption periods 160. 
[0054] In aspects and as likeWise shoWn in FIG. 4, the 
entitlement engine 140 and/or other logic or service can also 
generate and store a record or value for a short-term user 
aggregated excess capacity 202, based on the set of short-term 
user-aggregated margins and/or other data. In aspects, the 
short-term user-aggregated excess capacity 202 can re?ect 
the sum or aggregation of the available or excess resources 

represented in the set of short-term consumption margins, for 
instance by a negative value and/ or other value. In aspects, the 
short-term user-aggregated excess capacity 202 can be aggre 
gated over all users in the set of users 190 shoWing or dis 
playing excess resource capacity in their respective short 
term subscription margin 166. In aspects, the short-term user 
aggregated excess capacity 202 can in addition or instead be 
aggregated over multiple clouds or all clouds in the set of host 
clouds 142, and/ or from other sources, such as non-cloud 
virtual machine or netWorks. In aspects, the short-term user 
aggregated excess capacity 202 can be aggregated over sets of 
resources for Which the one or more short-term subscription 

periods 160 are the same, represent multiples of each other, 
start and/ or stop at the same time, and/or otherwise represent 
aligned, synchronized, or consistent periods or intervals. In 
aspects, the short-term user-aggregated excess capacity 202 
can be aggregated over sets of resources for Which the one or 

more short-term subscription periods 166 are different, are 
not multiples of each other, do not stop and/or stop at the same 
time, and/or otherWise are not synchroniZed or aligned. In 
aspects, in cases Where the resources re?ected in the short 
term user-aggregated excess capacity 202 are not based on 
consistent or synchronized periods in the one or more short 
term subscription periods 160, the entitlement engine 140, 
brokerage engine 210, and/or other logic can perform aggre 
gation activities to combine, align, stagger, and/ or otherWise 
generate consistent resource delivery over one or more uni 
form or rationaliZed resource contribution periods. 

[0055] According to those and related aspects of the present 
teachings, and as for example further shoWn in FIG. 5, the 
entitlement engine 140, brokerage engine 210, and/or other 
logic or service can operate to generate, manipulate and con 
?gure a set of staggered contribution periods 220 combing 
various various as short-term consumption periods 160 to 
permit diverse users and/or metered resources to be aggre 
gated in the short-term user-aggregated excess capacity 202 
and resource brokerage bundle 208 for potential consumption 
by the set of marketplace clouds 212 and/or other subscribers 
or users. In aspects, the set of staggered contribution periods 
220 can be generated by the entitlement engine 140, broker 
age engine 210, and/or other logic or service, and stored 
and/or encoded in a resource contribution arrange 218. In 
aspects, the resource contribution array 218 can include 
entries or values for the expected or scheduled excess capac 
ity available from users in the set of users 190, recorded 
and/or organiZed in a set of staggered contribution periods 
220. In aspects, the set of staggered contribution periods 220 
can be selected and combined to generate a desired total 
mount of resources, such as softWare instances, processor, 
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memory, and/or other resources to be combined over a con 

tinuous and/or de?ned period re?ected in one or more 
dynamic resource contribution intervals 204. In aspects, the 
set of staggered contribution periods 220 can be selected to 
interleave or combine the time periods of various short-term 
consumptionperiods 160 available from tWo or more users, to 

generate a desired, preferred, and/or minimum amount of 
resources over de?ned or selected time periods. Thus for 

instance, and as illustratively shoWn, if a contribution of 50 
operating system instances is desired, calculated, and/or 
requested for a resource brokerage bundle 208, and user 1 and 
user 2 can contribute 20 and 30 operating system instances, 
respectively, from 2:00 pm. to 2:30 p.m., While user 3 can 
contribute 50 operating system instances from 2:30 to 3:00 
p.m., the entitlement engine 140, brokerage engine 210, and/ 
or other logic or service can con?gure a dynamic resource 
contribution interval of 1 hour from 2:00 pm. to 3:00 p.m., 
While decomposing or arranging the set of staggered contri 
bution periods 220 to include one half-hour interval from 2:00 
pm. to 2:30 p.m., and from 2:30 pm. to 3:00 pm. The 
entitlement engine 140, brokerage engine 210, and/or other 
logic or service can substitute or order the contributions by 
user 1, user 2, and user 3 Within the respective intervals of the 
set of staggered contribution periods 220. For further 
example, if there is a desired, requested, and/or calculated 
contribution of 8 gigabytes of memory for a 1-hour interval 
from 3:00 to 4:00 p.m., and user 4 has 6 gigabytes available 
from 3:00 to 3:20 in twenty-minute increments, user 5 has 2 
gigabytes available from 3:15 to 4:00 in 45-minute incre 
ments, user 6 has 6 gigabytes available from 3:30 to 4:00 in 
half-hour increments, and users 7 through 12 each have 
excess memory capacity of 1 gigabyte in one-minute incre 
ments from 2:00 to 5:00, the entitlement engine 140, broker 
age engine 210, and/or other logic or service can schedule, 
arrange, or stagger the set of staggered contribution periods 
220 to include user 4 and user 5 from 3 :00 to 3 :20, producing 
the desired 8 gigabyte total in that interval. For the period 
from 3:20 to 3:30, the entitlement engine 140, brokerage 
engine 210, and/or other logic or service can schedule, 
arrange, or stagger the set of staggered contribution periods 
220 to include user 5 as Well as users 7 through 12 to contrib 
ute 1 gigabyte of memory over that interval (ten one-minute 
increments), generating an availability of 8 gigabytes for that 
interval. For the period from 3:30 to 4:00, the entitlement 
engine 140, brokerage engine 210, and/or other logic or ser 
vice can schedule, arrange, or stagger the set of staggered 
contribution periods 220 to include user 6 and tWo selected 
users from users 7 through 12 to arrive at the desired, 
requested, and/or calculated resource level of 8 gigabytes. It 
may be noted that in aspects, partial intervals can be extracted 
or accepted from users in order to align or synchroniZe the set 
of staggered contribution periods 220 and/or set of dynamic 
resource contribution intervals 204. In cases, the use of partial 
intervals can be accomplished by providing the contributing 
user a subscription fee or payment for the entire interval over 
Which their resources Will be dedicated to the set of market 
place clouds 212. In cases, the entitlement engine 140, bro 
kerage engine 210, and/ or other logic or service can approxi 
mate, for instance by rounding up, the necessary component 
intervals of the set of staggered contribution periods 220, 
When for instance the individual users are metered over odd or 
irregular intervals, and/or matching no other short-term sub 
scription period 160 of other users. 
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[0056] In aspects, it may also be noted that the set of stag 
gered contribution periods 220 can be generated to take into 
account the delivery of multiple resources in the resource 
brokerage bundle 208, in Which case the set of staggered 
contribution periods 220 may be con?gured to mesh the time 
intervals of multiple users combined over multiple resources. 
In aspects, the set of dynamic resource contribution intervals 
204 developed by staggering and con?guring the set of stag 
gered contribution periods 220 can be predetermined or ?xed 
over relatively short periods, such as on a per-hour basis. In 
further cases, the set of dynamic resource contribution inter 
vals 204 can itself be changed or adapted over time, for 
instance to ensure that a desired, requested, and/or calculated 
level of resources can be produced in the resource brokerage 
bundle 208. Thus for instance, to ensure a minimum contri 
bution of 50 operating system instances in the resource bro 
kerage bundle 208, the entitlement engine 140, brokerage 
engine 210, and/or other logic or service can generate a ?rst 
resource contribution interval of 6:00 pm. to 7:00 p.m., With 
a second interval of 7:00 pm. to 8:30 pm. to permit an 
aggregation of 50 operating system instances from diverse 
users having a shifting set of one or more short-term con 

sumption periods 160. In aspects in further regards, the set of 
dynamic resource contribution intervals 204 can be speci?ed 
or requested by the set of marketplace clouds 212, and/ or can 
be set to a default value, such as one hour. Other con?gura 
tions and relationships betWeen the set of dynamic resource 
contribution intervals 204, the short-term user-aggregated 
excess capacity 202, one or more short-term subscription 
periods 160, and/or other time frames, periods, intervals, 
variables, and/or other parameters are possible. 
[0057] FIG. 6 illustrates an exemplary diagram of hardWare 
and other resources that can be incorporated in a cloud man 
agement system 104 con?gured to communicate With the set 
of instantiated virtual machines 116, entitlement engine 140, 
user premise 144, client 154, set of host clouds 142, and/or 
other entities, services, or resources via one or more netWorks 
106 and/or other connections, according to embodiments. In 
embodiments as shoWn, the cloud management system 104 
can comprise a processor 130 communicating With memory 
132, such as electronic random access memory, operating 
under control of or in conjunction With an operating system 
136. The operating system 136 can be, for example, a distri 
bution of the LinuxTM operating system, the UnixTM operating 
system, or other open-source or proprietary operating system 
or platform. The processor 130 also communicates With a 
cloud store 138, such as a database stored on a local hard 
drive, and a management engine 128, to execute control logic 
and control the operation of virtual machines and other 
resources in one or more clouds 102, the set of host clouds 
142, and/or other collections of clouds. The processor 130 
further communicates With a netWork interface 134, such as 
an Ethernet or Wireless data connection, Which in turn com 
municates With the one or more netWorks 106, such as the 
Internet or other public or private netWorks. The processor 
130 and/or the cloud management system 104 can likeWise 
communicate With the entitlement engine 140, the set of 
subscription parameters 146, the set of usage history data 
148, the user premise 144, the client 154, the set of host clouds 
142, and/or other interfaces, applications, machines, sites, 
services, data, and/or logic. Other con?gurations of the cloud 
management system 104, associated netWork connections, 
and other hardWare, softWare, and service resources are pos 
sible. it may be noted that in embodiments, the client 154, 
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brokerage engine 210 if implemented separately, and/or other 
hardware machines, platforms, or engines can comprise the 
same or similar resources as cloud management system 104, 
or can be con?gured With different hardWare and softWare 
resources. 

[0058] FIG. 7 illustrates a ?owchart of overall processing to 
perform the tracking of resource consumption, management 
of subscription parameters, short-term billing capture and 
margin reconciliation and related activities, according to vari 
ous embodiments of the present teachings. In 702, processing 
can begin. In 704, an administrator or other user can initiate 
and/or access the set of aggregate usage history data 148 for 
the set of users 190 and/or other user or users via the entitle 
ment engine 140 and/ or other logic. In 706, an administrator 
or other user can initiate and/or access the set of subscription 

parameters 146, indicating, for instance, resource consump 
tion rates, limits, caps, and/or other subscription parameters 
or factors by Which the set of users 190 can subscribe to 
resources of the set of host clouds 140. In 708, the entitlement 
engine 140 and/ or other logic can track, register, and/ or moni 
tor the set of aggregate usage history data 148 to determine 
the short-term subscription margin 166 for each resource to 
Which the set of users 190 subscribes, in each host cloud in set 
of host clouds 142 to Which the user is registered. In aspects, 
the short-term subscription margin 166 can be tracked or 
monitored for each period in the one or more short-term 
consumption periods 160. In aspects, the one or more short 
term subscription periods 160 can be or include one or more 

periods such as, for instance, one-hour periods as shoWn, 
and/ or can also or instead include other periods such as peri 
ods or intervals of l, 5, l0, 15, or 30 minutes, 8-hour periods, 
12-hour periods, 24-hour periods, and/or other periods or 
intervals. in aspects, the one or more short-term consumption 
periods 160 can correspond to the short time periods tracked 
by the cloud management system, the entitlement engine 140, 
the set of host clouds 142, and/or other cloud logic or infra 
structure. In aspects, the one or more short-term consumption 
periods 160 can comprise equally-spaced intervals, and/or 
can include intervals of different durations or lengths. 

[0059] In 710, the entitlement engine 140 and/ or other logic 
can sum the short-term subscription margin 166 across all 
users in the set of users 190 and/or all host clouds for each 
period of the one or more short-term consumption periods 
160 to generate the short-term user-aggregated subscription 
margin 172 for that respective period. For instance, in exem 
plary records as shoWn in FIG. 4, the number of operating 
system (OS) instances instantiated and/or run by the set of 
users 190 in a given hour across the set of host clouds 142 can 
be totaled, so that instances of under-limit consumption offset 
instances of over-limit consumption, resulting in a net short 
term cloud-aggregated subscription margin 178 for the one or 
more short-term consumption periods 160 across all users in 
set of users 190 for one or more all host clouds. In cases, the 
set of short-term user-aggregated margins 178 may re?ect a 
net over-consumption (positive) value for that hour or other 
period (as illustratively shoWn), or can re?ect an under-con 
sumption (negative) value for that same period. A Zero margin 
(at-limit) value can also be re?ected. 

[0060] In 712, the entitlement engine 140 and/ or other logic 
can generate the set of marginal consumption totals 168 
re?ecting the total combined short-term subscription margin 
166 for each resource being tracked over a 24-hour, or other 
interval or period. For example, and as shoWn for instance in 
FIG. 4, the under-limit (e.g. recorded as a negative value) and 
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over-limit (e. g. recorded as a positive value) margins or incre 
ments of consumption under or over the short-term consump 
tion limit 164 for each one or more short-term consumption 
periods 160 can be summed or combined to determine the set 
of short-term user-aggregated margins 178 for each respec 
tive resource over a 24-hour period, again for one or more host 
clouds. In aspects, other periods or intervals other than a 
24-hour period can be used to sum the values re?ected in the 
set of short-term user-aggregated margins 178. The values 
re?ected in the set of short-term user-aggregated margins 178 
can thereby re?ect the netting out of the under-consumption 
and over-consumption values for a given resource in tWo or 
more dimensions, namely over multiple users and/or tWo or 
more host clouds, and over multiple instances of the one or 
more short-term consumption periods 160, averaging out 
consumption ?uctuations by the set of users 190 in relation to 
the set of short-term consumption limits 164. 

[0061] In 714, the entitlement engine 140 and/or other logic 
can generate the set of offset subscription costs 170 for each 
of the one or more short-term consumption periods 160 cor 
responding to the set of short-term user-aggregated margins 
178 for each subscribed resource. For instance, if the record 
for a given one or more short-term consumption periods 160 
re?ects the over-consumption of 20 operating system 
instances, the assigned overage cost of that usage may be, for 
instance, $0.50 times 20 instances, or $10.00 for that hour or 
other period. In 716, the entitlement engine 140 and/or other 
logic can generate the aggregate offset subscription cost 174 
for one 24-hour or other period, representing the combination 
of the set of offset subscription costs 170 over a multiple 
number of the one or more short-term consumption periods 
160, such as the combination of 24 one-hour periods, or other 
intervals, periods, or multiples. In 718, the entitlement engine 
140 and/or other logic can generate the billing record 150 
based on the aggregate offset subscription cost 174 for each 
resource being tracked and/ or metered for the set of users 190, 
and/or based on other costs, adjustments, offsets, and/ or fac 
tors. In 720, the entitlement engine 140 and/or other logic, 
entities, or resources, such as the operator of the set of host 
clouds 142, can transmit the billing record 150 to an admin 
istrator for the set of users 190 and/ or other user or other 

recipient. In 724, as understood by persons skilled in the art, 
processing can repeat, return to a prior processing point, jump 
to a further processing point, or end. 

[0062] FIG. 8 illustrates various processing that canbe used 
in generating marketplace brokerage exchange of excess sub 
scribed resources using dynamic subscription periods, 
according to various aspects of the present teachings. In 
aspects as shoWn, in 802, processing can begin. In 804, the set 
of aggregate usage history data 148 containing consumption 
data for the set of users 190 can be initiated and/ or accessed 
using the entitlement engine 140 and/or other logic or service, 
for instance by a cloud provider, systems administrator for the 
set of users 190, and/or other user(s). In 806, the entitlement 
engine 140 and/or other logic or service can generate, read, 
and/or otherWise access the set of short-term user-aggregated 
excess capacity records for the set of users 190, for instance 
by accessing or using the aggregate usage history record 180 
and/or other source. In 808, the brokerage engine 210, entitle 
ment engine 140, and/or other logic or service can generate 
and/ or determine one or more dynamic resource contribution 

intervals 204 for purposes of conducting cloud brokerage 
activities. For instance, the set of dynamic resource contribu 
tion intervals 204 can be set to the minimum common 
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