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POST PROCESSING DISPLAYS WITH 
ON-SCREEN DISPLAYS 

RELATED APPLICATIONS 

This application is a continuation-in-part of, and claims 
priority to, US. patent application Ser. No. 12/ 553,703, ?led 
Jul. 31, 2009. 

BACKGROUND 

On-screen displays (OSD) allow television and other dis 
play viewers to perform increasingly complex functions such 
as controlling settings for the television or display and menu 
selections for digital video recorders (DVRs) attached to the 
television. OSDs generally result from the video processor 
that operates the display. These video processors are typically 
highly integrated systems on a chip (SOC) and process input 
signals from a variety of sources for display by the television 
system, such as a ?at panel or projector display. 
The complexity of the SOCs makes them hard to program 

and software development times are becoming longer and 
more expensive. Manufacturers therefore tend to use the same 

SOC across all of their displays, leading to very little differ 
ence in image quality between the displays at the top and 
bottom of the product line. 

The SOCs typically has only one output. This results in any 
post processing of the image after the SOC being applied to 
both the image and the OSD. When images are ‘upscaled’ or 
the frame rate is increased, this post processing actually 
degrades the appearance of the OSD. The one output also 
results in no post processing occurring if the OSD is to over 
lay the image. This may cause problems especially with 
‘transparent’ OSDs, where the image can be seen ‘through’ 
the OSD. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows an embodiment of a display system architec 
ture. 

FIG. 2 shows an embodiment of an image post-processor. 
FIG. 3 shows a ?owchart of an embodiment for processing 

and displaying on screen display data. 
FIGS. 4 and 5 show embodiments of an on-screen display. 
FIG. 6 shows a ?owchart of an alternative embodiment of 

processing and displaying on screen display data. 

DETAILED DESCRIPTION OF THE 
EMBODIMENTS 

Video processors generally output the on screen display 
data as an overlay of the processed image data. Some display 
systems use post processors to perform more sophisticated 
image processing, generally for higher end systems, allowing 
the manufacturer to use the same video processor across all 
product lines but to provide extra processing for the higher 
end systems. The portions of the image data that lie under the 
on screen display generally cannot be processed as it causes 
artifacts in the on screen display. 
One current solution uses a window to turn off the post 

processing in a region of the display, avoiding any degrada 
tion in the on screen display. Another approach uses a sepa 
rate OSD input, which requires a re-programming of the 
video processor. It is generally desirable to avoid changing 
the OSD display design that results in the OSD data being 
included with the image data without any changes, while at 
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2 
the same time allowing more sophisticated processing algo 
rithms to be applied to the image data for the entire image. 
On screen displays have many uses, including control of 

the display system. A display system may consist of many 
different types of display systems, from ?at panel televisions 
to computer monitors or any other device that displays video 
in a pixilated form. The term ‘display’ here will include any of 
these devices when used to refer to an output device that 
displays the video for a user to view. 
The display system may have a system, or video, processor 

to process input signals from a variety of sources including a 
television signal tuner, a DVD or Blu-ray® disc player, a 
VCR, a computer, a set top box, a cable converter, or even a 
?ash memory device. This system processor will typically 
consist of a system-on-a-chip (SOC) having the tuner, various 
converters, ampli?ers, memory and processing elements in a 
single integrated circuit. 

FIG. 1 shows an architecture of a display system 10 having 
a SOC 12, a post or image processor 14 having a display port 
16, and a display device 18. The SOC 12 receives a video 
input from one of a variety of sources. It then performs pro 
cessing on the incoming video stream and includes OSD data 
as part of its output to the post processor 14, the process of 
which may involve the frame buffer controller 20. The post 
processor receives the data through one or more ports, shown 
here as ports 22 and 24. The post processor will process the 
image data for the entire image separate from the OSD, com 
bine the data back together and then send it to the display 18 
through the display port 16. The SOC may be referred to as a 
video processor, and the post processor may be referred to as 
an image processor. 

FIG. 2 shows a more detailed view of an embodiment of a 
post processor such as 14 from FIG. 1. The post processor as 
shown here has two input ports, one port 22 for the image data 
and one port 24 for the on screen display data. In this instance, 
each input port will be programmed to capture a different area 
of the incoming data from the SOC. These ports may share the 
same connector, such as a package pin, and both may receive 
the same data stream including both the image data and the on 
screen display data. 

Alternatively, the input to the post processor could be one 
port that switches between receiving the image data and the 
on screen display data or one port that captures both but stores 
them separately. The SOC may transmit the image data and 
the on screen display data in alternating frames, each frame 
consisting of ?elds of data interlaced to form a frame. For 
example, 1080i (1080 interlaced) signals have two ?elds of 
data, each 1920x540, to be combined together to form a 
1920x1080 frame. A typical SOC would ‘de-interlace’ these 
?elds to format them appropriately for a ?at panel, pixilated 
display. 
A simple change to the SOC software would bypass the 

?nal stages of de-interlacing and scaling and pass the raw 
?elds onto the post processor. Doing so would result in the 
OSD data and the image data being transmitted to the post 
processor in alternating frames. In one embodiment, the port 
would switch between capturing the image data and the OSD 
data, storing each type separately. 

In another embodiment, the port would capture both. When 
the image processor reads the data out of the memory, it reads 
only the image data. When the image processor overlays the 
OSD data, it would also read the portion of the memory that 
has the latest OSD data. This would be controlled by the 
frame buffer controller of the SOC, pointing to the appropri 
ate data at the appropriate time. 
The memory shown in the example of FIG. 2 is a frame 

memory 34. The post processor may store the OSD data and 



US 8,358,379 B1 
3 

the image data in the same memory or in different memories, 
but for purposes of this discussion the same memory Will be 
assumed. The memory may reside Within the post processor 
or it may reside external to the post processor. The image data 
Would then be processed at 36 and stored in memory then 
extracted from memory and further processed at 38. The 
processed image data and the OSD data are then recombined 
at the display port 16 and transmitted to the display. 

In most cases, implementation of this post-processing 
device Will involve bypassing the ?nal deinterlacing and scal 
ing portions of the video processor, a minor change to the 
operating software of the video processor. The SOC then 
transmits its output on one output. 

The process of separating the OSD data from the image 
data Will depend upon hoW the data is output from the SOC. 
One softWare change Would result in the SOC sending out the 
OSD and the image data in alternating frames.Another Would 
have the OSD data and the image data in the same frame, 
Where the original image data Would be smaller than the 
output frame. In this case, the SOC may need to communicate 
the location of the image data and the OSD data in the frame. 
HoWever the OSD data and image data is output, they Will be 
separated by the post processing device. 

FIG. 3 shoWs an overvieW of an embodiment of a methodto 
provide post processing of images in the presence of OSD 
data. The data stream containing the image data and the on 
screen display data is received as one data stream from the 
SOC at 40. The on screen display data and the image data are 
separated at 42, Which may involve receiving a signal from 
the SOC as to the location of the tWo portions of data Within 
the data stream. The OSD data and the image data are then 
stored separately at 44. 
The image data undergoes processing at 46. One should 

note that the image data undergoing processing is the raW 
?eld/frame data of the entire image, not just those portions 
that do not lie under the OSD. This alloWs much more sophis 
ticated algorithms that may use all of the image data to create 
clearer, sharper images. 

If the raW ?eld/frame data is passed to the post processor, 
the post processor Will typically also perform frame conver 
sion. Fields are received at a rate that is generally tWice that of 
the frame rate. For NTSC, for example, ?elds are transmitted 
at 60 ?eld per second, alloWing a 30 frame per second rate. 
The raW incoming ?elds from the SOC Would have to be 
converted to a frame rate to match the display. 

In the case Where the OSD data and the image data are in 
alternating frames, frame rate conversion may take the form 
of duplicating the image frame to achieve the proper frame 
rate (such as 30 fps). The frame rate to be achieved may 
depend upon the source frame rate, the ‘original’ frame rate. 
For 30 frames per second replication, each frame Would be 
displayed tWice. For 24 frames per second, each frame Would 
be displayed tWice, With every second frame displayed a third 
time, referred to as 3:2 pull doWn. With the post processor 
receiving the raW image data, it is the part of the system that 
performs this conversion, made a little more complicated by 
the alternating frames of OSD and image data. 
An alternative approach from the replication of the image 

data to ?ll the frame rate above Would be to interpolate the 
frames to ?ll the ‘gaps’ left by the alternating frames of OSD 
data. Frame interpolation is a process in Which the data of tWo 
or more frames is used to arrive at an intermediate frame that 
Would occur betWeen them in time. If there is no motion 
betWeen the tWo frames, the middle frame Will be very much 
like either of the tWo ‘outside’ frames. If there is motion 
betWeen the tWo frames, the frame data for the frame in 
betWeen them Would replicate that motion to be betWeen the 
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4 
tWo positions shoWn in the outside frames. This Would also be 
accomplished by the post processor. 

In one embodiment, the OSD data may only be transmitted 
When it changes. In this case, the frames Would only include 
an OSD frame When the change occurred. This results in the 
post processor only having to replicate frames When there is 
an OSD frame. 
Once the image data is processed, it is merged back With 

the OSD data at 48. The separation of the OSD data from the 
image data may alloW more sophisticated processing to be 
performed on the image data than Would otherWise be pos 
sible With the presence of the OSD data in the image data. 
Examples of such processing include sharpness, peaking, 
color enhancement, and de-interlacing. 

Another type of image processing performed in the sepa 
rated image data Would include scaling. Scaling of the image 
data may become simpler than if the OSD data is present. For 
example, an Internet video stream has a native resolution of 
320 pixels by 240 pixels (320x240). A video processor can 
perform ‘super-processing’ on this video, scaling it up to 
1920x1080, a process made simpler if only applied to the 
image data. HoWever, it may be desirable to scale the OSD 
data by a different factor, such as a 2x scale. Separation of the 
OSD data from the image data alloWs this to happen. 

Another image processing technique alloWed by the sepa 
rated image data lies in three-dimensional imaging. Gener 
ally, the SOC can correctly process the image data, it cannot 
correctly generate an OSD compatible With the three-dimen 
sional format. Separating the image data from the OSD data at 
the post processor alloWs for three-dimensional image dis 
plays With OSD. 
HoW the OSD appears on the display Will depend largely 

upon hoW the SOC transmits the OSD data and the image data 
to the post processor to trigger the overlay. In one method 
Would overlay the OSD on a background color. The back 
ground color Would serve as a chroma key, as is used in blue 
and green screen processing, Where any portion of the video 
that matches the chroma key is replaced With the overlay. If 
the full value of the chroma key is present, then the OSD 
Would be transparent. If none of the value of the chroma key 
is present, then the OSD is opaque. 

To simplify the processing, With a slight change to the SOC 
softWare, the SOC can transmit the OSD Without the alpha 
channel value and one can avoid having to overlay the OSD 
on a chroma key background. The alpha blend channel has 
information, usually stored between 1 for opaque and 0 for 
transparent. It determines the amount of transparency for the 
OSD. The SOC outputs the OSD and image data using the 
formula 

The SOC can also typically transmit the OSD on a solid 
background. In this case, the OSD Will transmit the OSD on 
tWo different backgrounds: on a White background (WOSD) 
to the post processor and then the OSD on a blackbackground 
(BOSD) as shoWn in FIG. 6. This data is received and may be 
stored by the post processor at 80. 

Generally, one typically needs to knoW the blending factor, 
alpha orA, to blend an OSD With the background. In this case, 
the OSD is already blended using the alpha value, so one 
needs to ?nd values that simplify the processing. When the 
OSD is blended With the black background, the post proces 
sor is effectively receiving the OSD times the alpha value, one 
half of the equation above. To do the blend, one needs to ?nd 
the complement of the blending factor (1 -A) at 82 using the 
relationships: 

WOSD:Max value*(l-A)+A*OSD; and 

BOSDIMin value*(l-A)+A*OSD. 
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The Max value is either 255 or 1023, depending upon the 
color resolution, and the Min value is Black, Which is 0. 
Therefore: 

WOSD—BOSD:(Max value*(1-A)+A*OSD)— 
(A*OSD), or Max value*(1-A). 

From this, one can determine the complement of the alpha 
blend value, (1-A), by dividing the result by 256 or 1024 
depending on the color resolution. 
One can then take the image data and multiply it by the 

complement of the alpha blend value at 84 and add in the 
Black OSD stored previously at 86 to generate the image plus 
OSD overlay data at 88 in a simpler fashion Without requiring 
a chroma key. 

In another method, the OSD Would be transmitted as an 
index color. The input port from the SOC Will generally 
capture 3 channel (red, green and blue) color data. This Would 
alloW several bits to be reserved for an alpha blend channel, 
discussed above. In one embodiment, the alpha blend channel 
Would be transmitted With the OSD data in the alternating 
frame format mentioned above. In another embodiment, the 
OSD alpha blend channel Would be transmitted on a different 
frame than the OSD. 

In another method, the OSD could be considered to be 
opaque or to have a ?xed, predetermined level of transpar 
ency. In this method, the SOC may communicate With the 
post processor to turn the OSD overlay process on or off. This 
Would result in the OSD either being present, from the vieW 
er’s perspective, or in it not being there at all. If the vieWer 
provides an input, such as a programming request or a control 
input from a remote, the OSD Would be on, for example. This 
method can be combined With the chroma key method to 
alloW complex OSD shapes to be blended With the video 

Referring back to the post processing device diagram of 
FIG. 4, When the OSD is turned ON, the frame buffer con 
troller Would point to an area of the memory that has not data, 
only black. When the OSD is OFF, the SOC frame controller 
Would point to the actual data. 

In addition to hoW the overlay is accomplished, it may also 
be possible to alter that format of the OSD using the tech 
niques of this invention. FIG. 4 shoWs an example of a dis 
played image having an active area 62 of 1920x1080. The 
displayed area has an upper WindoW 64 of 1920x540 for 
video images and tWo side-by-side OSD areas 66 and 68, each 
of 960x540. In some high resolution displays, the OSD is 
often stored as 960x540 and then upscaled to display, so this 
may alloW them to be displayed in their ‘native’ format. 

The above display assumes a ‘standard’ OSD WindoW With 
‘standard’ blanking intervals. The blanking intervals remain 
in many standards because of the need to accommodate cath 
ode ray tube systems that need time to move the scanning 
guns back and forth and from the bottom of the screen back to 
the top. As ?at panel, pixilated displays do not need this, the 
SOC softWare could be altered to provide for more lines for 
the OSD in conjunction With the overlay process, With the 
reservation that the processor clock rates should be main 
tained. 

FIG. 5 shoWs an alternative OSD display 76 of 1920x744 
lines instead of 540. This Was accomplished by minimizing 
the horizontal and vertical blanking intervals to reduce the 
WindoW 72 to 1924x1286, leaving the video display portion 
74 on the upper part of the WindoW at 1920x540. In the 
display of FIG. 4, the active area is 1920x1080 of a WindoW 
of 2200x1125. The processor clock rate is 2200><1125><60 
HZ, or 1.485 MHZ. In the display of FIG. 5, the processor 
clock rate is 1924><1286><60 HZ, or 1.4845 MHZ, alloWing 
maintenance of the same processor clock rate. 

25 

30 

35 

40 

45 

50 

55 

60 

65 

6 
Returning to FIG. 3, the merged data is then transmitted to 

the display device at 70. The merging and transmitting may 
both be accomplished at the same portion of the post proces 
sor, or may be performed by different portions. The transmis 
sion of the data to the post processor facilitates the ability to 
perform further processing on the image data, While alloWing 
manipulation and alteration of the OSD data to effect various 
changes to the resulting OSD as displayed to the vieWer. 

Although there has been described to this point a particular 
embodiment for a method and apparatus for post processing 
of image data With OSD data, it is not intended that such 
speci?c references be considered as limitations upon the 
scope of this invention except in-so-far as set forth in the 
folloWing claims. 
What is claimed is: 
1. A method of processing on screen display data With an 

image post processor, comprising: 
receiving a data stream from a video processor at a post 

processing device having at least one port, the data 
stream including on screen display data overlaid on a 
White background and the on screen display data over 
laid on a black background; 

separating the image data from the on screen display data; 
?nding a difference betWeen the on screen display data 

overlaid on White and the on screen display data overlaid 

on black; 
using the difference to determine a complement of an alpha 

blend value; 
performing image processing on the image data With the 

post processor including applying the complement of an 
alpha blend value to the image data to produce processed 
image data; and 

transmitting the processed image data and the on screen 
display data through a display port. 

2. The method of claim 1, Wherein receiving a data stream 
comprises receiving the image data and the on screen display 
data as separate frames. 

3. The method of claim 1, Wherein performing image pro 
cessing includes merging the on screen display data With the 
processing image data to be displayed as one of either side 
by-side or the on screen display data as an overlay of the 
image data. 

4. The method of claim 1, Wherein performing image pro 
cessing further includes adding back in the on screen display 
data overlaid on the black background to the data to Which the 
alpha blend complement has been applied. 

5. The method of claim 1, Wherein performing image pro 
cessing comprises performing at least one of sharpness, de 
interlacing, color enhancement or peaking before applying 
the complement of the alpha blend to the image data. 

6. The method of claim 1, Wherein performing image pro 
cessing comprises scaling the image data separate from the on 
screen display data from an original resolution to a higher 
resolution. 

7. The method of claim 1, Wherein scaling the image data 
comprises scaling the image data form the original resolution 
of 320 pixels by 240 pixels to a higher resolution of 1920 
pixels by 1080 resolution. 

8. The method of claim 6, Wherein performing image pro 
cessing includes scaling the on screen display data by a factor 
of 2. 

9. The method of claim 1, Wherein the image processing 
includes processing the image data for three-dimensional 
display. 


