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Generating a corrected electronic record of a locate and/or
marking operation performed by a locate technician. The
locate and/or marking operation comprises locating and/or
identifying, using at least one physical locate mark, a pres-
ence or an absence of at least one underground facility within
a dig area, wherein at least a portion of the dig area may be
excavated or disturbed during excavation activities. First
information relating to a location of the at least one under-
ground facility and/or the at least one physical locate mark is
electronically received and, based at least in part on the first
information, the location of the least one underground facility
and/or the at least one physical locate mark is digitally rep-
resented on a display device so as to generate an electronic
visual representation of the locate and/or marking operation.
Second information relating to a corrected location of the at
least one underground facility and/or the at least one physical
locate mark is electronically received and, based at least in
part on the second information, the corrected location is elec-
tronically represented on the display device so as to generate
a corrected electronic visual representation of the locate and/
or marking operation. Third information relating to the cor-
rected representation of the locate and/or marking operation
is electronically transmitted and/or stored so as to generate
the corrected electronic record of the locate and/or marking
operation.
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FIG. 10
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FIG. 16
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METHODS, APPARATUS AND SYSTEMS FOR
GENERATING LOCATION-CORRECTED
SEARCHABLE ELECTRONIC RECORDS OF
UNDERGROUND FACILITY LOCATE
AND/OR MARKING OPERATIONS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The application claims the benefit, under 35 U.S.C.
§120, as a continuation (CON) of U.S. non-provisional appli-
cation Ser. No. 12/831,330, entitled “Methods, Apparatus,
and Systems for Generating Searchable Electronic Records
of'Underground Facility Locate and/or Marking Operations,”
filed on Jul. 7, 2010.

[0002] Application Ser. No. 12/831,330 claims a priority
benefit, under 35 U.S.C. §119(a), to Canadian application
serial no. 2707246, entitled “Methods, Apparatus and Sys-
tems for Generating Searchable Electronic Records of Under-
ground Facility Locate and/or Marking Operations,” filed on
Jul. 6, 2010.

[0003] Application Ser. No. 12/831,330 claims a priority
benefit, under 35 U.S.C. §119(e), of U.S. Provisional Patent
Application No. 61/223,636, entitled “Searchable Electronic
Records of Underground Facility Locate Marking Opera-
tions,” filed on Jul. 7, 2009.

[0004] Each of the above-identified applications is incor-
porated by reference herein in its entirety.

BACKGROUND

[0005] Excavators are required to notify underground facil-
ity owners/operators in advance of their excavation activities
and to describe and communicate the geographic area of
those activities to underground facility owners/operators. The
geographic area so described is commonly referred to as “the
dig area.” In turn, facility owners/operators are required to
determine ifthey own or operate any underground facilities at
an identified dig area. The presence of underground facilities
at a dig area is generally detected using a device commonly
referred to as a “locate wand.” Locate wands use a number of
electronic methods to detect the presence of underground
facilities. The location of those underground facilities, if any,
which exist within a dig area, is marked using paint or some
other physical marking system, such as flags. Paint is gener-
ally applied as a sequence of dashes or dots on the surface
(grass, dirt, asphalt, concrete, etc.) directly above the under-
ground facility and is color-coded to indicate to the excavator
the type (e.g., gas, water, sewer, power, telephone, cable
television, etc.) of the underground facility present. Flags,
which also may identify the underground facility via color-
coding, can be placed in the ground directly above the under-
ground facility being marked. Paint and/or flags can be dis-
pensed using various devices. The process of detecting a
presence or an absence of one or more underground facilities
and indicating same via the application of paint, flags, or
some other marking object is often referred to as a “locate
operation,” or more simply a “locate.”” The marks resulting
from a locate are commonly called underground facility
“locate marks.”

[0006] Underground facility owners/operators may per-
form locates with in-house employees or choose to hire inde-
pendent contract locating firms to perform locates on their
behalf. Generally, the person performing the locate operation
is called a locate technician. The set of instructions necessary
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for a locate technician to perform a locate operation may be
called a “ticket.” A ticket might specify, for example, the
address or description of the dig area to be marked, the day
and/or time that the dig area is to be marked, and/or whether
the user is to mark the dig area for telecommunications (e.g.,
telephone and/or cable television), power, gas, water, sewer,
or some other underground facility.

[0007] It is generally recommended, or in some jurisdic-
tions required, to document the type and number of under-
ground facilities located, i.e. telephone, power, gas, water,
sewer, etc., and the approximate geographic location of the
locate marks. In practice, however, documenting of locate
operations is implemented irregularly and inconsistently, and
is a manual paper-based process.

[0008] As part of locate documentation, it is recommended
(or in some instances required) to document the distance, or
“offset” of the locate marks from environmental landmarks
that exist at the dig area. An environmental landmark may
include any physical object that is likely to remain in a fixed
location for an extended period of time. Examples of an
environmental landmark may include a tree, a curb, a drive-
way, a utility pole, a fire hydrant, a storm drain, a pedestal, a
water meter box, a manhole lid, a building structure (e.g., a
residential or office building), or a light post. For example, a
telephone cable located two and a half meters behind the curb
of a residential street would be documented as being offset
two and a half meters behind the curb. These offsets serve as
evidence supporting the location of the locate marks after
those locate marks may have been disturbed by the excavation
process.

[0009] Documentation of some or all of the information
regarding a locate operation is often called a “manifest”” A
manifest may typically contain a variety of information
related to a locate operation including a manual sketch (hand-
drawing) of the dig area that identifies the approximate loca-
tion of the locate marks and environmental landmarks present
at the dig area; the time and date the locate operation was
performed; identification of the entity and the locate techni-
cian performing the locate operation; the entity requesting the
locate operation; the geographic address of the dig area; the
type of markings used for the locate operation (e.g., colored
paint, flags, or other markers); notes from the locate techni-
cian; and/or a technician signature.

[0010] If performing locate operations with in-house
employees, each individual underground facility owner/op-
erator generally documents on the manifest only the existence
of its facilities and the approximate location of its locate
marks. If an independent contract locating firm is hired to
perform locates for more than one underground facility
owner/operator, the contract locating firm may document on
the manifest some or all of the underground facilities at the
dig area that it located and the approximate location of all the
locate marks.

SUMMARY

[0011] As noted above, conventional locate documentation
may employ a manual sketching process which results in the
creation of a paper manifest. Applicants have recognized and
appreciated that such paper manifests produced by hand are
often not to scale, incomplete, prone to human error, and
costly in drafting time spent by the locate technician (who is
typically not a professional draftsperson). Paper manifests are
stored as they are (e.g., in filing cabinets or storage boxes) or
in some jurisdictions the paper manifests are digitally
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scanned/photographed. Because the manifests are stored as
paper or scanned images/photographs, they are not in a for-
mat that readily provides for indexing, cataloguing or
archiving, and easy searching, nor are they in a format that
facilitates data analysis or interrogation in any mechanized or
automated way.

[0012] In view of the foregoing, various embodiments of
the present invention are directed to methods, apparatus and
systems for creating a searchable electronic record, or “elec-
tronic manifest,” relating to a geographic area including a dig
area to be excavated or otherwise disturbed. In some imple-
mentations, the geographic location of one or more physical
locate marks, applied to the dig area during a locate operation
to indicate a presence (or absence) of one or more under-
ground facilities, is somehow identified with respect to its
immediate surroundings in the geographic area to form part
of the electronic record. Additionally or alternatively, one or
more geographic locations of where underground facilities
are detected (e.g., prior to marking) may be identified in some
manner with respect to the immediate surrounding to form
part of the electronic record.

[0013] To create such an electronic record, in one exem-
plary implementation one or more input images relating to the
geographic area including the dig area may be utilized. For
example, source data representing one or more input images
of'a geographic area including the dig area is received and/or
processed so that the input image(s) may be displayed on a
display device. The geographic location of the physical locate
mark(s), and/or detected locations of one or more under-
ground facilities, are then indicated in some manner on the
displayed input image(s) so as to generate one or more
marked-up images constituting at least a portion of the elec-
tronic record. For example, geographic locations of the physi-
cal locate mark(s) and/or detected facilities may be indicated
in the marked-up image(s) using digital representation(s) of
the physical locate mark(s) (“locate mark indicators™) and/or
detected facilities (“detection indicators™) that are added to
the marked-up image(s). In other implementations, the input
image need not necessarily be displayed to add one or more
locate mark and/or detection indicators; for example, geo-
graphic information relating to one or more physical locate
marks applied to the dig area and/or detected facilities may be
received and locate mark indicator(s) and/or detection indi-
cator(s) may be added to the input image based on the geo-
graphic information, without requiring display of the input
image.

[0014] In some implementations of the inventive concepts
disclosed herein, the searchable electronic record may
include a variety of non-image information to facilitate iden-
tification of the dig are and its immediate surroundings,
including the geographic location(s) of the physical locate
mark(s) and/or detected facilities. Examples of such non-
image information include, but are not limited to, a text
description of the geographic location of the dig area, an
address or lot number of a property within which the dig area
is located, geo-encoded information such as geographic coor-
dinates relating to the dig area and/or various aspects of the
geographic area surrounding the dig area, as well as other
non-image information relating generally to the locate opera-
tion (e.g., a timestamp for the locate operation, geographic
coordinates for locate mark indicators and/or detection indi-
cators, one or more identifiers for a locate technician and/or a
locate company performing the locate operation, information
regarding one or more environmental landmarks, etc.). The
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marked-up image(s) and the non-image information may be
formatted in a variety of manners in the searchable electronic
record; for example, in one implementation the non-image
information may be included as metadata associated with the
marked-up image(s), while in other implementations the
marked-up image(s) and the non-image information may be
formatted as separate data sets. These separate data sets may
be transmitted and/or stored separately. In another aspect,
whether transmitted/stored separately or together, the
marked-up image(s) and the non-image information may be
linked together in some manner as relating to a common
electronic record.

[0015] Electronic manifests as described herein according
to various embodiments may be created in significant part by
a user/technician using electronic drawing tools to facilitate
sketching or drawing, in an electronic display field, of various
features relating to a locate operation. Electronic manifests
created in this manner (via significant interaction by a user/
technician) are referred to herein as “manual” electronic
manifests. In some embodiments described in detail further
below, electronic manifests alternatively may be created via a
semi-automated or automated process, in which a user/tech-
nician may provide relatively little or no information, and at
least some (if not all) data relating to a locate operation is
automatically uploaded (e.g., from locate instrumentation
providing geographic information relating to detected and/or
marked underground facilities, and/or by analyzing locate
request tickets and extracting relevant ticket information
therefrom). For example, in some implementations of a
“semi-automated” or “automated” electronic manifest, geo-
graphic coordinates corresponding to detected and/or marked
facilities may be automatically uploaded from locate instru-
mentation (such as locate receivers and marking apparatus)
and overlaid on a digital image to provide at least some of the
information constituting an electronic record of a locate
operation. Additional information relating to the generation
of'semi-automated or automated electronic manifests may be
found in U.S. publication number US2010-0117654-A1,
published on May 13,2010, and entitled “Methods and Appa-
ratus for Displaying an Electronic Rendering of a Locate
and/or Marking Operation Using Display Layers,” which is
hereby incorporated herein by reference in its entirety.
[0016] Inexemplary aspects, multiple image layers may be
employed, wherein one or more base images for an electronic
manifest may be selectively enabled or disabled for display to
facilitate comparative viewing of different base images (e.g.,
aerial or other photographic image, digital maps, facilities
maps, grids, manual electronic sketches, etc.). Additionally,
multiple image layers may be used for different categories of
information overlaid on the base image(s) relating to the
locate operation (e.g., locate and marking information for
different facility types, landmark information for different
landmarks, etc.), again to facilitate comparative viewing.
Accuracy indicators and/or calibration factors may be used to
ensure geographic integrity and appropriate registration of
displayed information in respective layers. Revision layers
may be employed so that “raw” data, modified data, and/or
annotated images may be maintained and locked to prevent
unauthorized modifications. Limited access files also may be
employed for electronic manifests to prevent unauthorized
edits to or use of manifests. Additional safeguards may be
used to ensure that manifests are created at or near the work
site, and information in the manifests may be analyzed to
assess labor/material costs.
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[0017] In another aspect, various techniques may be
employed to facilitate creation of electronic manifests if one
or more appropriate digital base images are not available or of
poor quality. For example, in one embodiment, a base image
may be sketched manually by a user/technician (e.g., on a
displayed grid) with an electronic drawing tool. Edge-detec-
tion and other image processing algorithms (e.g., smoothing,
filtering, sharpening, thresholding, opacity/transparency,
etc.) may be employed in connection with various types of
base images to improve feature recognition and/or remove
undesirable features. For example, in a manner similar to that
noted above in connection with image layers, multiple graph-
ics layers (e.g., bitmap and/or vector graphics layers) may be
composited over a given base image, wherein one or more
graphics filters are employed for the respective graphics lay-
ers to improve one or more aspects of image quality and
enable comparative viewing of original and processed image
information.

[0018] Insum, one embodiment of the invention is directed
to a method for managing and displaying information relating
to a locate operation and/or a marking operation to detect
and/or mark a presence or an absence of at least one under-
ground facility, the method comprising: A) electronically
storing first information relating to a first electronic rendering
of the locate and/or marking operation; B) accepting from at
least one user interface at least one user input relating to a
modification of the first electronic rendering; C) electroni-
cally storing second information relating to a second elec-
tronic rendering of the locate and/or marking operation,
wherein the second electronic rendering is based at least in
part on the at least one user input relating to the modification
of the first electronic rendering; and D) providing for inde-
pendent enabling or disabling for display, via the at least one
user interface, of () at least one first layer constituting at least
part of the first electronic rendering, and/or (ii) at least one
second layer constituting at least part of the second electronic
rendering.

[0019] Another embodiment is directed to an apparatus for
managing and displaying information relating to a locate
operation and/or a marking operation to detect and/or mark a
presence or an absence of at least one underground facility,
the apparatus comprising: a memory to store processor-ex-
ecutable instructions; at least one user interface; and a pro-
cessor coupled to the memory and the at least one user inter-
face, wherein upon execution of the processor-executable
instructions, the processor: A) controls the memory to elec-
tronically store first information relating to a first electronic
rendering of the locate and/or marking operation; B) accepts
from the at least one user interface at least one user input
relating to a modification of the first electronic rendering; C)
controls the memory to electronically store second informa-
tion relating to a second electronic rendering of the locate
and/or marking operation, wherein the second electronic ren-
dering is based at least in part based on the at least one user
input; and D) provides for independent enabling or disabling
for display, via the at least one user interface, of (i) at least one
first layer constituting at least part of the first electronic ren-
dering, and/or (ii) at least one second layer constituting at
least part of the second electronic rendering.

[0020] Another embodiment is directed to at least one non-
transitory computer-readable storage medium encoded with
at least one program including processor-executable instruc-
tions that, when executed by a processor, perform a method
for managing and displaying information relating to a locate
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operation and/or a marking operation to detect and/or mark a
presence or an absence of at least one underground facility,
the method comprising: A) electronically storing first infor-
mation relating to a first electronic rendering of the locate
and/or marking operation; B) accepting at least one user input
relating to a modification of the first electronic rendering; C)
electronically storing second information relating to a second
electronic rendering of the locate and/or marking operation,
wherein the second electronic rendering is based at least in
part on the at least one user input relating to the modification
of the first electronic rendering; and D) providing for inde-
pendent enabling or disabling for display of (i) at least one
first layer comprising the first electronic rendering, and/or (ii)
at least one second layer comprising the second electronic
rendering.

[0021] Another embodiment is directed to a method for
providing on a display device an electronic rendering of a
locate operation and/or a marking operation to detect and/or
mark a presence or an absence of at least one underground
facility, the method comprising: A) electronically categoriz-
ing information relating to the locate operation and/or the
marking operation into a plurality of display layers of the
electronic rendering, the plurality of display layers including:
atleast one first display layer comprising original information
relating to the locate operation and/or the marking operation;
and at least one second display layer comprising modified
information relating to the locate operation and/or the mark-
ing operation, wherein the modified information is based at
least in part on one or more revisions to the original informa-
tion; B) providing for independent enabling or disabling for
display, via at least one user interface, of the at least one first
display layer and the at least one second display layer; and C)
displaying in a display field ofthe display device only enabled
display layers of the plurality of display layers so as to pro-
vide the electronic rendering of the locate operation and/or
the marking operation.

[0022] Another embodiment is directed to an apparatus for
providing on a display device an electronic rendering of a
locate operation and/or a marking operation to detect and/or
mark a presence or an absence of at least one underground
facility, the apparatus comprising: a memory to store proces-
sor-executable instructions; at least one user interface; a dis-
play device; and a processor coupled to the memory, the at
least one user interface, and the display device, wherein upon
execution of the processor-executable instructions, the pro-
cessor: A) electronically categorizes information relating to
the locate operation and/or the marking operation into a plu-
rality of display layers of the electronic rendering, the plural-
ity of display layers including: at least one first display layer
comprising original information relating to the locate opera-
tion and/or the marking operation; and at least one second
display layer comprising modified information relating to the
locate operation and/or the marking operation, wherein the
modified information is based at least in part on one or more
revisions to the original information; B) provides for inde-
pendent enabling or disabling for display, via at least one user
interface, of the at least one first display layer and the at least
one second display layer; and C) controls the display device
s0 as to display only enabled display layers of the plurality of
display layers so as to provide the electronic rendering of the
locate operation and/or the marking operation.

[0023] Another embodiment is directed to at least one non-
transitory computer-readable storage medium encoded with
at least one program including processor-executable instruc-
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tions that, when executed by a processor, perform a method
for providing on a display device an electronic rendering of a
locate operation and/or a marking operation to detect and/or
mark a presence or an absence of at least one underground
facility, the method comprising: A) electronically categoriz-
ing information relating to the locate operation and/or the
marking operation into a plurality of display layers of the
electronic rendering, the plurality of display layers including:
atleast one first display layer comprising original information
relating to the locate operation and/or the marking operation;
and at least one second display layer comprising modified
information relating to the locate operation and/or the mark-
ing operation, wherein the modified information is based at
least in part on one or more revisions to the original informa-
tion; B) providing for independent enabling or disabling for
display ofthe at least one first display layer and the at least one
second display layer; and C) displaying in a display field only
enabled display layers of the plurality of display layers so as
to provide the electronic rendering of the locate operation
and/or the marking operation.

[0024] Another embodiment is directed to an apparatus for
managing information relating to a locate operation and/or a
marking operation to detect and/or mark a presence or an
absence of at least one underground facility, the apparatus
comprising: a communication interface; a memory to store
processor-executable instructions; and a processor coupled to
the communication interface and the memory, wherein upon
execution of the processor-executable instructions by the pro-
cessor, the processor: controls the communication interface
s0 as to electronically receive first information relating to the
locate operation and/or the marking operation; based on the
first information, generates at least one electronic manifest
relating to the locate operation and/or the marking operation,
the at least one electronic manifest including image informa-
tion documenting performance of the locate operation and/or
the marking operation; generates at least one limited access
file comprising second information relating to the at least one
electronic manifest; and controls the communication inter-
face to transmit, and/or controls the memory to store, the at
least one limited access file.

[0025] Another embodiment is directed to a method for
managing information relating to a locate operation and/or a
marking operation to detect and/or mark a presence or an
absence of at least one underground facility, the method com-
prising: A) electronically receiving first information relating
to the locate operation and/or the marking operation; B) based
on the first information, electronically generating at least one
electronic manifest relating to the locate operation and/or the
marking operation, the at least one electronic manifest includ-
ing image information documenting performance of the
locate operation and/or the marking operation; C) electroni-
cally generating at least one limited access file comprising
second information relating to the at least one electronic
manifest; and D) electronically transmitting and/or electroni-
cally storing the at least one limited access file.

[0026] Another embodiment is directed to at least one non-
transitory computer-readable storage medium encoded with
at least one program including processor-executable instruc-
tions that, when executed by a processor, perform a method
for managing information relating to a locate operation and/
or a marking operation to detect and/or mark a presence or an
absence of at least one underground facility, the method com-
prising: A) electronically receiving first information relating
to the locate operation and/or the marking operation; B) based
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on the first information, electronically generating at least one
electronic manifest relating to the locate operation and/or the
marking operation, the at least one electronic manifest includ-
ing image information documenting performance of the
locate operation and/or the marking operation; C) electroni-
cally generating at least one limited access file comprising
second information relating to the at least one electronic
manifest; and D) electronically transmitting and/or electroni-
cally storing the at least one limited access file.

[0027] Another embodiment is directed to a method for
generating an accuracy-referenced electronic record of a
locate and/or marking operation performed by a locate tech-
nician, the locate and/or marking operation comprising locat-
ing and/or identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) digitally representing, on a
display device, the location of the at least one underground
facility and/or the at least one physical locate mark so as to
generate a representation of the locate and/or marking opera-
tion; B) digitally representing, on the display device, the
accuracy of the represented location using at least one accu-
racy indicator overlaid on the representation of the locate
and/or marking operation so as to generate an accuracy-an-
notated representation of the locate and/or marking opera-
tion; and C) electronically transmitting and/or electronically
storing information relating to the accuracy-annotated repre-
sentation of the locate and/or marking operation so as to
generate an accuracy-referenced electronic record of the
locate and/or marking operation.

[0028] In the method above, the at least one accuracy indi-
cator may comprise, for example, a user-estimated error
radius and/or an indication of a user-estimated range of poten-
tial error, although the embodiment is not limited in these
respects.

[0029] Another embodiment is directed to a method for
generating an accuracy-referenced electronic record of a
locate and/or marking operation performed by a locate tech-
nician, the locate and/or marking operation comprising locat-
ing and/or identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) electronically receiving first
information regarding a location of the at least one under-
ground facility and/or the at least one physical locate mark; B)
based at least in part on the first information received in A),
digitally representing, on a display device, the location of the
at least one underground facility and/or the at least one physi-
cal locate mark so as to generate a representation of the locate
and/or marking operation; C) electronically receiving second
information regarding an accuracy of the represented loca-
tion; D) based at least in part on the second information
received in C), digitally representing, on the display device,
the accuracy of the represented location using at least one
accuracy indicator overlaid on the representation of the locate
and/or marking operation so as to generate an accuracy-an-
notated representation of the locate and/or marking opera-
tion; and E) electronically transmitting and/or electronically
storing third information relating to the accuracy-annotated
representation of the locate and/or marking operation so as to
generate an accuracy-referenced electronic record of the
locate and/or marking operation.
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[0030] Inthe methodabove, A) may comprise receiving the
first information from a GPS-enabled locating and/or mark-
ing device. Similarly, C) may comprise receiving the second
information from a GPS-enabled locating and/or marking
device. The at least one accuracy indicator may comprise, for
example, a user-estimated error radius and/or an indication of
a user-estimated range of potential error. However, it should
be appreciated that the embodiment is not limited in these
respects.

[0031] Another embodiment is directed to a method for
generating a corrected electronic record of a locate and/or
marking operation performed by a locate technician, the
locate and/or marking operation comprising locating and/or
identifying, using at least one physical locate mark, a pres-
ence or an absence of at least one underground facility within
a dig area, wherein at least a portion of the dig area may be
excavated or disturbed during excavation activities, the
method comprising: A) electronically receiving first informa-
tion regarding a location of the at least one underground
facility and/or the at least one physical locate mark; B) based
at least in part on the first information received in A), digitally
representing, on a display device, the location of the least one
underground facility and/or the at least one physical locate
mark so as to generate a representation of the locate and/or
marking operation; C) receiving second information regard-
ing a corrected location of the at least one underground facil-
ity and/or the at least one physical locate mark; D) based at
least in part on the second information received in C), digi-
tally representing, on the display device, the corrected loca-
tion so as to generate a corrected representation of the locate
and/or marking operation; and E) electronically transmitting
and/or electronically storing third information relating to the
corrected representation of the locate and/or marking opera-
tion so as to generate a corrected electronic record of the
locate and/or marking operation.

[0032] Inthe method above, A) may comprise receiving the
first information from a GPS-enabled locating and/or mark-
ing device. Similarly, C) may comprise receiving the second
information from a GPS-enabled locating and/or marking
device. B) may comprise digitally representing the location of
the least one underground facility and/or the at least one
physical locate mark on an underlying input image. In the
latter case, the second information may comprise information
identifying a reference location in the underlying input
image. However, it should be appreciated that the embodi-
ment is not limited in these respects.

[0033] Another embodiment is directed to a method for
generating a calibration factor based on user input received in
connection with a location of at least one underground facility
and/or at least one physical locate mark of a locate and/or
marking operation performed by a locate technician, the
locate and/or marking operation comprising locating and/or
identifying, using the at least one physical locate mark, a
presence or an absence of the at least one underground facility
within a dig area, wherein at least a portion ofthe dig area may
be excavated or disturbed during excavation activities, the
method comprising: A) electronically receiving first informa-
tion regarding a location of the at least one underground
facility and/or the at least one physical locate mark; B) based
at least in part on the first information received in A), digitally
representing, on a display device, the location of the least one
underground facility and/or the at least one physical locate
mark so as to generate a representation of the locate and/or
marking operation; C) receiving second information regard-
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ing a corrected location of the at least one underground facil-
ity and/or the at least one physical locate mark; D) based at
least in part on the second information received in C), deter-
mining a calibration factor for the location of the at least one
underground facility and/or the at least one physical locate
mark; and E) electronically transmitting and/or electronically
storing the calibration factor so as to facilitate correction of
other location data.

[0034] In the method above, the other location data may
relate to another locate and/or marking operation and/or
another location of the at least one underground facility and/
or the at least one physical locate mark, although the embodi-
ment is not limited in these respects.

[0035] Another embodiment is directed to a method for
assessing an aspect relating to a locate and/or marking opera-
tion performed by a locate technician based on an electronic
representation of the locate and/or marking operation, the
locate and/or marking operation comprising locating and/or
identifying, using at least one physical locate mark, a pres-
ence or an absence of at least one underground facility within
a dig area, wherein at least a portion of the dig area may be
excavated or disturbed during excavation activities, the
method comprising: A) digitally representing, on a display
device, at least one underground facility and/or the at least
one physical locate mark so as to generate a representation of
the locate and/or marking operation; B) determining a length
associated with the representation of the locate and/or mark-
ing operation; and C) based at least in part on the length
determined in B), automatically assessing an aspect relating
to a locate and/or marking operation.

[0036] Inthe method above, the aspect may comprise (1) a
cost associated with a locate and/or marking operation or (2)
a productivity and/or competence of a locate technician who
performs a locate and/or marking operation, although the
embodiment is not limited in this respect.

[0037] Another embodiment is directed to a method for
assessing a cost associated with a locate and/or marking
operation performed by a locate technician based on an elec-
tronic representation of the locate and/or marking operation,
the locate and/or marking operation comprising locating and/
or identifying, using at least one physical locate mark, a
presence or an absence of at least one underground facility
within a dig area, wherein at least a portion of the dig area may
be excavated or disturbed during excavation activities, the
method comprising: A) digitally representing, on a display
device, at least one underground facility and/or the at least
one physical locate mark so as to generate a representation of
the locate and/or marking operation; B) determining a length
associated with the representation of the locate and/or mark-
ing operation; and C) based at least in part on the length
determined in B), automatically assessing a cost associated
with the locate and/or marking operation.

[0038] The method above may further comprise: D) auto-
matically generating a bill based at least in part on the cost
determined in C), although the embodiment is not limited in
this respect.

[0039] Another embodiment is directed to a method for
assessing a productivity and/or competence of a locate tech-
nician who performs a locate and/or marking operation, the
locate and/or marking operation comprising locating and/or
identifying, using at least one physical locate mark, a pres-
ence or an absence of at least one underground facility within
a dig area, wherein at least a portion of the dig area may be
excavated or disturbed during excavation activities, the
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method comprising: A) digitally representing, on a display
device, at least one underground facility and/or the at least
one physical locate mark so as to generate a representation of
the locate and/or marking operation; B) determining a length
associated with the representation of the locate and/or mark-
ing operation; C) determining duration of time associated
with the locate and/or marking operation; and D) based at
least in part on the length determined in B) and the duration of
time determined in C), automatically assessing a productivity
and/or competence of the locate technician.

[0040] Another embodiment is directed to an apparatus for
managing information relating to a locate operation and/or a
marking operation to detect and/or mark a presence or an
absence of at least one underground facility, the apparatus
comprising: a communication interface; a memory to store
processor-executable instructions; and a processor coupled to
the communication interface and the memory, wherein upon
execution of the processor-executable instructions by the pro-
cessor, the processor: A) controls the communication inter-
face so as to electronically receive first information relating to
the locate operation and/or the marking operation, the first
information including image information; B) processes the
image information to improve at least one aspect of an image
represented by the image information and thereby provide
improved image information; and C) generates at least one
electronic manifest relating to the locate operation and/or the
marking operation, the at least one electronic manifest includ-
ing the improved image information and documenting per-
formance of the locate operation and/or the marking opera-
tion. In one aspect of this embodiment, the processor-
executable instructions include at least one image processing
algorithm selected from the group consisting of an edge-
detection algorithm, a smoothing algorithm, a filtering algo-
rithm, a sharpening algorithm, a thresholding algorithm, and
an opacity/transparency algorithm, and wherein in B), the
processor processes the image information by executing the
at least one image processing algorithm.

[0041] Another embodiment is directed to a method for
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties. The method comprises: A) displaying, on a display
device, a bare grid; B) adding to the displayed bare grid, via a
user input device associated with the display device, at least
one digital representation of the at least one physical locate
mark so as to generate a marked-up grid including the at least
one digital representation of the at least one physical locate
mark; and C) electronically transmitting and/or electronically
storing information relating to the marked-up grid so as to
generate the searchable electronic record of the locate opera-
tion.

[0042] Another embodiment is directed to a computer-
readable medium encoded with instructions that, when
executed on at least one processing unit, perform a method of
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) rendering, on a display
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device, a bare grid; B) receiving user input relating to a
geographic location of the at least one physical locate mark;
C) adding to the displayed bare grid at least one digital rep-
resentation of the at least one physical locate mark so as to
generate a marked-up grid including the at least one digital
representation of the at least one physical locate mark; and D)
electronically transmitting and/or electronically storing
information relating to the marked-up grid so as to generate
the searchable electronic record of the locate operation.

[0043] Another embodiment is directed to an apparatus for
facilitating generation of a searchable electronic record of a
locate operation performed by a locate technician, the locate
operation comprising identifying, using at least one physical
locate mark, a presence or an absence of at least one under-
ground facility within a dig area, wherein at least a portion of
the dig area may be excavated or disturbed during excavation
activities, the apparatus comprising: a communication inter-
face; a display device; a user input device; a memory to store
processor-executable instructions; and a processing unit
coupled to the communication interface, the display device,
the user input device, and the memory, wherein upon execu-
tion of the processor-executable instructions by the process-
ing unit, the processing unit: controls the display device to
display a bare grid; acquires, via the user interface, user input
relating to a geographic location of the at least one physical
locate mark; controls the display device to display a marked-
up grid including at least one digital representation of the at
least one physical locate mark based at least in part on the user
input; and controls the communication interface and/or the
memory to electronically transmit and/or electronically store
information relating to the marked-up grid so as to generate
the searchable electronic record of the locate operation.

[0044] Another embodiment is directed to a method for
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) electronically receiving a
digital image of a geographic area comprising the dig area, at
least a portion of the received digital image being displayed
on a display device; B) adding to the displayed digital image,
via a user input device associated with the display device, (i)
at least one digital representation of at least one physical
indication of a dig area observed by the locate technician
during the locate operation and (ii) at least one digital repre-
sentation of the at least one physical locate mark so as to
generate a marked-up digital image; and C) electronically
transmitting and/or electronically storing information relat-
ing to the marked-up digital image so as to generate the
searchable electronic record of the locate operation.

[0045] Another embodiment is directed to a computer-
readable medium encoded with instructions that, when
executed on at least one processing unit, perform a method of
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) rendering, on a display
device, a digital image of a geographic area comprising the
dig area; B) receiving first user input relating to a geographic
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location of at least one physical indication of the dig area
observed by the locate technician during the locate operation;
C) receiving second user input relating to a geographic loca-
tion of the at least one physical locate mark; D) adding to the
displayed digital image, via a user input device associated
with the display device, at least one digital representation of
the at least one physical indication of the dig area and at least
one digital representation of the at least one physical locate
mark so as to generate a marked-up digital image; and E)
electronically transmitting and/or electronically storing
information relating to the marked-up digital image so as to
generate the searchable electronic record of the locate opera-
tion.

[0046] Another embodiment is directed to an apparatus for
facilitating generation of a searchable electronic record of a
locate operation performed by a locate technician, the locate
operation comprising identifying, using at least one physical
locate mark, a presence or an absence of at least one under-
ground facility within a dig area, wherein at least a portion of
the dig area may be excavated or disturbed during excavation
activities, the apparatus comprising: a communication inter-
face; a display device; a user input device; a memory to store
processor-executable instructions; and a processing unit
coupled to the communication interface, the display device,
the user input device, and the memory, wherein upon execu-
tion of the processor-executable instructions by the process-
ing unit, the processing unit: controls the display device to
display a digital image of a geographic area comprising the
dig area; receives, via the user input device, first user input
relating to a geographic location of at least one physical
indication of the dig area observed by the locate technician
during the locate operation; receives, via the user input
device, second user input relating to a geographic location of
the at least one physical locate mark; generates a marked-up
digital image including at least one digital representation of
the at least one physical indication of the dig area and at least
one digital representation of the at least one physical locate
mark; and controls the communication interface and/or the
memory to electronically transmit and/or electronically store
information relating to the marked-up digital image so as to
generate the searchable electronic record of the locate opera-
tion.

[0047] Another embodiment is directed to a method for
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) electronically receiving a
digital image of a geographic area comprising the dig area, at
least a portion of the received digital image being displayed
on a display device; B) adding to the displayed digital image
(1) at least one digital representation of the at least one physi-
cal locate mark and (ii) an indication of a distance between a
physical landmark and the at least one physical locate mark so
as to generate a marked-up digital image; and C) electroni-
cally transmitting and/or electronically storing information
relating to the marked-up digital image so as to generate the
searchable electronic record of the locate operation.

[0048] Another embodiment is directed to a method for
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
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mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) displaying, on a display
device, a digital image of a geographic area comprising the
dig area; B) electronically receiving first information relating
to atleast one location of the at least one physical locate mark;
C) electronically receiving second information relating to at
least one physical indication of the dig area observed by the
locate technician during the locate operation; D) based at
least in part on the first and second information, digitally
representing, on the displayed digital image, (i) at least one
digital representation of the at least one physical indication of
the dig area and (ii) at least one digital representation of the at
least one physical locate mark so as to generate a marked-up
digital image; and E) electronically transmitting and/or elec-
tronically storing information relating to the marked-up digi-
tal image so as to generate the searchable electronic record of
the locate operation.

[0049] Another embodiment is directed to a method for
generating a searchable electronic record of a locate opera-
tion performed by a locate technician, the locate operation
comprising identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising: A) displaying, on a display
device, a digital image of a geographic area comprising the
dig area; B) electronically receiving first information relating
to atleast one location of the at least one physical locate mark;
C) electronically receiving second information relating to at
least one location of the locate technician during the locate
operation; D) based at least in part on the first and second
information, digitally representing, on the displayed digital
image, (i) at least one digital representation of the at least one
physical locate mark and (ii) at least one digital representation
of'the at least one location of the locate technician during the
locate operation; and E) electronically transmitting and/or
electronically storing information relating to the marked-up
digital image so as to generate the searchable electronic
record of the locate operation.

[0050] Another embodiment is directed to a method for
controlling a user interface displaying a information relating
to a locate operation performed by a locate technician, the
locate operation comprising identifying, using at least one
physical locate mark, a presence or an absence of at least one
underground facility within a dig area, wherein at least a
portion of the dig area may be excavated or disturbed during
excavation activities, the method comprising: A) displaying,
on a display device, a digital image of a geographic area
comprising the dig area; B) based on first user input received
via at least one user input device associated with the display
device, adding to the displayed digital image, at least one
digital representation of the at least one physical locate mark
so as to generate a marked-up digital image; C) based on
second user input received via the at least one user input
device, deactivating the at least one digital representation of
the at least one physical locate mark so as to hide the at least
one digital representation on the marked-up digital image;
and D) based on third user input received via the at least one
user input device, activating the at least one digital represen-
tation of the at least one physical locate mark so as to redis-
play the at least one digital representation on the marked-up
digital image.
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[0051] The following U.S. published applications are

hereby incorporated herein by reference:

[0052] U.S. Pat. No. 7,640,105, issued Dec. 29, 2009, filed
Mar. 13, 2007, and entitled “Marking System and Method
With Location and/or Time Tracking;”

[0053] U.S. publication no. 2010-0094553-A1, published
Apr. 15, 2010, filed Dec. 16, 2009, and entitled “Systems
and Methods for Using Location Data and/or Time Data to
Electronically Display Dispensing of Markers by A Mark-
ing System or Marking Tool;”

[0054] U.S. publication no. 2008-0245299-A1, published
Oct. 9, 2008, filed Apr. 4, 2007, and entitled “Marking
System and Method;”

[0055] U.S. publication no. 2009-0013928-A1, published
Jan. 15, 2009, filed Sep. 24, 2008, and entitled “Marking
System and Method;”

[0056] U.S. publication no. 2010-0090858-A1, published
Apr. 15, 2010, filed Dec. 16, 2009, and entitled “Systems
and Methods for Using Marking Information to Electroni-
cally Display Dispensing of Markers by a Marking System
or Marking Tool;”

[0057] U.S. publication no. 2009-0238414-A1, published
Sep. 24, 2009, filed Mar. 18, 2008, and entitled “Virtual
White Lines for Delimiting Planned Excavation Sites;”

[0058] U.S. publication no. 2009-0241045-A1, published
Sep. 24, 2009, filed Sep. 26, 2008, and entitled “Virtual
White Lines for Delimiting Planned Excavation Sites;”

[0059] U.S. publication no. 2009-0238415-A1, published
Sep. 24, 2009, filed Sep. 26, 2008, and entitled “Virtual
White Lines for Delimiting Planned Excavation Sites;”

[0060] U.S. publication no. 2009-0241046-A1, published
Sep. 24, 2009, filed Jan. 16, 2009, and entitled “Virtual
White Lines for Delimiting Planned Excavation Sites;”

[0061] U.S. publication no. 2009-0238416-A1, published
Sep. 24, 2009, filed Jan. 16, 2009, and entitled “Virtual
White Lines for Delimiting Planned Excavation Sites;”

[0062] U.S. publication no. 2009-0237408-A1, published
Sep. 24, 2009, filed Jan. 16, 2009, and entitled “Virtual
White Lines for Delimiting Planned Excavation Sites;”

[0063] U.S. publication no. 2011-0135163-A1, published
Jun. 9,2011, filed Feb. 16,2011, and entitled “Methods and
Apparatus for Providing Unbuffered Dig Area Indicators
on Aerial Images to Delimit Planned Excavation Sites;”

[0064] U.S. publication no. 2009-0202101-A1, published
Aug. 13,2009, filed Feb. 12, 2008, and entitled “Electronic
Manifest of Underground Facility Locate Marks;”

[0065] U.S. publication no. 2009-0202110-A1, published
Aug. 13,2009, filed Sep. 11, 2008, and entitled “Electronic
Manifest of Underground Facility Locate Marks;”

[0066] U.S. publication no. 2009-0201311-A1, published
Aug. 13, 2009, filed Jan. 30, 2009, and entitled “Electronic
Manifest of Underground Facility Locate Marks;”

[0067] U.S. publication no. 2009-0202111-A1, published
Aug. 13, 2009, filed Jan. 30, 2009, and entitled “Electronic
Manifest of Underground Facility Locate Marks;”

[0068] U.S. publication no. 2009-0204625-A1, published
Aug. 13, 2009, filed Feb. 5, 2009, and entitled “Electronic
Manifest of Underground Facility Locate Operation;”

[0069] U.S. publication no. 2009-0204466-A1, published
Aug. 13, 2009, filed Sep. 4, 2008, and entitled “Ticket
Approval System For and Method of Performing Quality
Control In Field Service Applications;”

[0070] U.S. publication no. 2009-0207019-A1, published
Aug. 20, 2009, filed Apr. 30, 2009, and entitled “Ticket
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Approval System For and Method of Performing Quality
Control In Field Service Applications;”

[0071] U.S. publication no. 2009-0210284-A1, published
Aug. 20, 2009, filed Apr. 30, 2009, and entitled “Ticket
Approval System For and Method of Performing Quality
Control In Field Service Applications;”

[0072] U.S. publication no. 2009-0210297-A1, published
Aug. 20, 2009, filed Apr. 30, 2009, and entitled “Ticket
Approval System For and Method of Performing Quality
Control In Field Service Applications;”

[0073] U.S. publication no. 2009-0210298-A1, published
Aug. 20, 2009, filed Apr. 30, 2009, and entitled “Ticket
Approval System For and Method of Performing Quality
Control In Field Service Applications;”

[0074] U.S. publication no. 2009-0210285-A1, published
Aug. 20, 2009, filed Apr. 30, 2009, and entitled “Ticket
Approval System For and Method of Performing Quality
Control In Field Service Applications;”

[0075] U.S. publication no. 2009-0324815-A1, published
Dec. 31, 2009, filed Apr. 24, 2009, and entitled “Marking
Apparatus and Marking Methods Using Marking Dis-
penser with Machine-Readable ID Mechanism;”

[0076] U.S. publication no. 2010-0006667-A1, published
Jan. 14, 2010, filed Apr. 24, 2009, and entitled, “Marker
Detection Mechanisms for use in Marking Devices And
Methods of Using Same;”

[0077] U.S. publication no. 2010-0085694 A1, published
Apr. 8, 2010, filed Sep. 30, 2009, and entitled, “Marking
Device Docking Stations and Methods of Using Same;”

[0078] U.S. publication no. 2010-0085701 A1, published
Apr. 8, 2010, filed Sep. 30, 2009, and entitled, “Marking
Device Docking Stations Having Security Features and
Methods of Using Same;”

[0079] U.S. publication no. 2010-0084532 A1, published
Apr. 8, 2010, filed Sep. 30, 2009, and entitled, “Marking
Device Docking Stations Having Mechanical Docking and
Methods of Using Same;”

[0080] U.S. publication no. 2010-0088032-A1, published
Apr. 8, 2010, filed Sep. 29, 2009, and entitled, “Methods,
Apparatus and Systems for Generating Electronic Records
of Locate And Marking Operations, and Combined Locate
and Marking Apparatus for Same;”

[0081] U.S. publication no. 2010-0117654 A1, published
May 13, 2010, filed Dec. 30, 2009, and entitled, “Methods
and Apparatus for Displaying an Electronic Rendering of a
Locate and/or Marking Operation Using Display Layers;”

[0082] U.S. publication no. 2010-0086677 Al, published
Apr. 8, 2010, filed Aug. 11, 2009, and entitled, “Methods
and Apparatus for Generating an Electronic Record of a
Marking Operation Including Service-Related Informa-
tion and Ticket Information;”

[0083] U.S. publication no. 2010-0086671 Al, published
Apr. 8, 2010, filed Nov. 20, 2009, and entitled, “Methods
and Apparatus for Generating an Electronic Record of A
Marking Operation Including Service-Related Informa-
tion and Ticket Information;”

[0084] U.S. publication no. 2010-0085376 Al, published
Apr. 8, 2010, filed Oct. 28, 2009, and entitled, “Methods
and Apparatus for Displaying an Electronic Rendering of a
Marking Operation Based on an Electronic Record of
Marking Information;”

[0085] U.S. publication no. 2010-0088164-A1, published
Apr. 8, 2010, filed Sep. 30, 2009, and entitled, “Methods
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and Apparatus for Analyzing Locate and Marking Opera-
tions with Respect to Facilities Maps;”

[0086] U.S. publication no. 2010-0088134 A1, published
Apr. 8, 2010, filed Oct. 1, 2009, and entitled, “Methods and
Apparatus for Analyzing Locate and Marking Operations
with Respect to Historical Information;”

[0087] U.S. publication no. 2010-0088031 A1, published
Apr. 8, 2010, filed Sep. 28, 2009, and entitled, “Methods
and Apparatus for Generating an Flectronic Record of
Environmental Landmarks Based on Marking Device
Actuations;”

[0088] U.S. publication no. 2010-0188407 A1, published
Jul. 29, 2010, filed Feb. 5, 2010, and entitled “Methods and
Apparatus for Displaying and Processing Facilities Map
Information and/or Other Image Information on a Marking
Device;”

[0089] U.S. publication no. 2010-0198663 Al, published
Aug. 5,2010, filed Feb. 5, 2010, and entitled “Methods and
Apparatus for Overlaying Electronic Marking Information
on Facilities Map Information and/or Other Image Infor-
mation Displayed on a Marking Device;”

[0090] U.S. publication no. 2010-0188215 Al, published
Jul. 29, 2010, filed Feb. 5, 2010, and entitled “Methods and
Apparatus for Generating Alerts on a Marking Device,
Based on Comparing Electronic Marking Information to
Facilities Map Information and/or Other Image Informa-
tion;”

[0091] U.S. publication no. 2010-0188088 A1, published
Jul. 29, 2010, filed Feb. 5, 2010, and entitled “Methods and
Apparatus for Displaying and Processing Facilities Map
Information and/or Other Image Information on a Locate
Device;”

[0092] U.S. publication no. 2010-0189312 Al, published
Jul. 29, 2010, filed Feb. 5, 2010, and entitled “Methods and
Apparatus for Overlaying Electronic Locate Information
on Facilities Map Information and/or Other Image Infor-
mation Displayed on a Locate Device;”

[0093] U.S. publication no. 2010-0188216 Al, published
Jul. 29, 2010, filed Feb. 5, 2010, and entitled “Methods and
Apparatus for Generating Alerts on a Locate Device, Based
ON Comparing Electronic Locate Information TO Facili-
ties Map Information and/or Other Image Information;”

[0094] U.S. publication no. 2010-0189887 Al, published
Jul. 29, 2010, filed Feb. 11, 2010, and entitled “Marking
Apparatus Having Enhanced Features for Underground
Facility Marking Operations, and Associated Methods and
Systems;”

[0095] U.S. publication no. 2010-0256825-A1, published
Oct. 7, 2010, filed Jun. 9, 2010, and entitled “Marking
Apparatus Having Operational Sensors For Underground
Facility Marking Operations, And Associated Methods
And Systems;”

[0096] U.S. publication no. 2010-0255182-A1, published
Oct. 7, 2010, filed Jun. 9, 2010, and entitled “Marking
Apparatus Having Operational Sensors For Underground
Facility Marking Operations, And Associated Methods
And Systems;”

[0097] U.S. publication no. 2010-0245086-A1, published
Sep. 30, 2010, filed Jun. 9, 2010, and entitled “Marking
Apparatus Configured To Detect Out-Of-Tolerance Con-
ditions In Connection With Underground Facility Marking
Operations, And Associated Methods And Systems;”

[0098] U.S. publication no. 2010-0247754-A1, published
Sep. 30,2010, filed Jun. 9, 2010, and entitled “Methods and
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Apparatus For Dispensing Marking Material In Connec-
tion With Underground Facility Marking Operations
Based on Environmental Information and/or Operational
Information;”

[0099] U.S. publication no. 2010-0262470-A1, published
Oct. 14, 2010, filed Jun. 9, 2010, and entitled “Methods,
Apparatus, and Systems For Analyzing Use of a Marking
Device By a Technician To Perform An Underground
Facility Marking Operation;”

[0100] U.S. publication no. 2010-0263591-A1, published
Oct. 21, 2010, filed Jun. 9, 2010, and entitled “Marking
Apparatus Having Environmental Sensors and Operations
Sensors for Underground Facility Marking Operations,
and Associated Methods and Systems;”

[0101] U.S. publication no. 2010-0188245 A1, published
Jul. 29, 2010, filed Feb. 11, 2010, and entitled “Locate
Apparatus Having Enhanced Features for Underground
Facility Locate Operations, and Associated Methods and
Systems;”

[0102] U.S. publication no. 2010-0253511-A1, published
Oct. 7, 2010, filed Jun. 18, 2010, and entitled “Locate
Apparatus Configured to Detect Out-of-Tolerance Condi-
tions in Connection with Underground Facility Locate
Operations, and Associated Methods and Systems;”

[0103] U.S. publication no. 2010-0257029-A1, published
Oct. 7, 2010, filed Jun. 18, 2010, and entitled “Methods,
Apparatus, and Systems For Analyzing Use of a Locate
Device By a Technician to Perform an Underground Facil-
ity Locate Operation;”

[0104] U.S. publication no. 2010-0253513-A1, published
Oct. 7, 2010, filed Jun. 18, 2010, and entitled “Locate
Transmitter Having Enhanced Features For Underground
Facility Locate Operations, and Associated Methods and
Systems;”

[0105] U.S. publication no. 2010-0253514-A1, published
Oct. 7, 2010, filed Jun. 18, 2010, and entitled “Locate
Transmitter Configured to Detect Out-of-Tolerance Con-
ditions In Connection With Underground Facility Locate
Operations, and Associated Methods and Systems;”

[0106] U.S. publication no. 2010-0256912-A1, published
Oct. 7, 2010, filed Jun. 18, 2010, and entitled “Locate
Apparatus for Receiving Environmental Information
Regarding Underground Facility Marking Operations, and
Associated Methods and Systems;”

[0107] U.S. publication no. 2009-0204238-A1, published
Aug. 13, 2009, filed Feb. 2, 2009, and entitled “Electroni-
cally Controlled Marking Apparatus and Methods;”

[0108] U.S. publication no. 2009-0208642-A1, published
Aug. 20, 2009, filed Feb. 2, 2009, and entitled “Marking
Apparatus and Methods For Creating an Electronic Record
of Marking Operations;”

[0109] U.S. publication no. 2009-0210098-A1, published
Aug. 20, 2009, filed Feb. 2, 2009, and entitled “Marking
Apparatus and Methods For Creating an Electronic Record
of Marking Apparatus Operations;”

[0110] U.S. publication no. 2009-0201178-A1, published
Aug. 13, 2009, filed Feb. 2, 2009, and entitled “Methods
For Evaluating Operation of Marking Apparatus;”

[0111] U.S. publication no. 2009-0238417-A1, published
Sep. 24, 2009, filed Feb. 6, 2009, and entitled “Virtual
White Lines for Indicating Planned Excavation Sites on
Electronic Images;”

[0112] U.S. publication no. 2010-0205264-A1, published
Aug. 12,2010, filed Feb. 10, 2010, and entitled “Methods,
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Apparatus, and Systems for Exchanging Information
Between Excavators and Other Entities Associated with
Underground Facility Locate and Marking Operations;”

[0113] U.S. publication no. 2010-0205031-A1, published
Aug. 12,2010, filed Feb. 10, 2010, and entitled “Methods,
Apparatus, and Systems for Exchanging Information
Between Excavators and Other Entities Associated with
Underground Facility Locate and Marking Operations;”

[0114] U.S. publication no. 2010-0259381-A1, published
Oct. 14, 2010, filed Jun. 28, 2010, and entitled “Methods,
Apparatus and Systems for Notifying Excavators and
Other Entities of the Status of in-Progress Underground
Facility Locate and Marking Operations;”

[0115] U.S. publication no. 2010-0262670-A1, published
Oct. 14, 2010, filed Jun. 28, 2010, and entitled “Methods,
Apparatus and Systems for Communicating Information
Relating to the Performance of Underground Facility
Locate and Marking Operations to Excavators and Other
Entities;”

[0116] U.S. publication no. 2010-0259414-A1, published
Oct. 14, 2010, filed Jun. 28, 2010, and entitled “Methods,
Apparatus And Systems For Submitting Virtual White Line
Drawings And Managing Notifications In Connection
With Underground Facility Locate And Marking Opera-
tions;”

[0117] U.S. publication no. 2010-0268786-A1, published
Oct. 21, 2010, filed Jun. 28, 2010, and entitled “Methods,
Apparatus and Systems for Requesting Underground
Facility Locate and Marking Operations and Managing
Associated Notifications;”

[0118] U.S. publication no. 2010-0201706-A1, published
Aug. 12, 2010, filed Jun. 1, 2009, and entitled “Virtual
White Lines (VWL) for Delimiting Planned Excavation
Sites of Staged Excavation Projects;”

[0119] U.S. publication no. 2010-0205555-A1, published
Aug. 12, 2010, filed Jun. 1, 2009, and entitled “Virtual
White Lines (VWL) for Delimiting Planned Excavation
Sites of Staged Excavation Projects;”

[0120] U.S. publication no. 2010-0205195-A1, published
Aug. 12, 2010, filed Jun. 1, 2009, and entitled “Methods
and Apparatus for Associating a Virtual White Line (VWL)
Image with Corresponding Ticket Information for an Exca-
vation Project;”

[0121] U.S. publication no. 2010-0205536-A1, published
Aug. 12, 2010, filed Jun. 1, 2009, and entitled “Methods
and Apparatus for Controlling Access to a Virtual White
Line (VWL) Image for an Excavation Project;”

[0122] U.S. publication no. 2010-0228588-A1, published
Sep. 9, 2010, filed Feb. 11, 2010, and entitled “Manage-
ment System, and Associated Methods and Apparatus, for
Providing Improved Visibility, Quality Control and Audit
Capability for Underground Facility Locate and/or Mark-
ing Operations;”

[0123] U.S. publication no. 2010-0324967-A1, published
Dec. 23, 2010, filed Jul. 9, 2010, and entitled “Manage-
ment System, and Associated Methods and Apparatus, for
Dispatching Tickets, Receiving Field Information, and
Performing A Quality Assessment for Underground Facil-
ity Locate and/or Marking Operations;”

[0124] U.S. publication no. 2010-0318401-A1, published
Dec. 16,2010, filed Jul. 9, 2010, and entitled “Methods and
Apparatus for Performing Locate and/or Marking Opera-
tions with Improved Visibility, Quality Control and Audit
Capability;”
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[0125] U.S. publication no. 2010-0318402-A1, published
Dec. 16, 2010, filed Jul. 9, 2010, and entitled “Methods and
Apparatus for Managing Locate and/or Marking Opera-
tions;”

[0126] U.S. publication no. 2010-0318465-A1, published
Dec. 16,2010, filed Jul. 9, 2010, and entitled “Systems and
Methods for Managing Access to Information Relating to
Locate and/or Marking Operations;”

[0127] U.S. publication no. 2010-0201690-A1, published
Aug. 12, 2010, filed Apr. 13, 2009, and entitled “Virtual
White Lines (VWL) Application for Indicating a Planned
Excavation or Locate Path;”

[0128] U.S. publication no. 2010-0205554-A1, published
Aug. 12, 2010, filed Apr. 13, 2009, and entitled “Virtual
White Lines (VWL) Application for Indicating an Area of
Planned Excavation;”

[0129] U.S. publication no. 2009-0202112-A1, published
Aug. 13, 2009, filed Feb. 11, 2009, and entitled “Search-
able Electronic Records of Underground Facility Locate
Marking Operations;”

[0130] U.S. publication no. 2009-0204614-A1, published
Aug. 13, 2009, filed Feb. 11, 2009, and entitled “Search-
able Electronic Records of Underground Facility Locate
Marking Operations;”

[0131] U.S. publication no. 2011-0060496-A1, published
Mar. 10, 2011, filed Aug. 10, 2010, and entitled “Systems
and Methods for Complex Event Processing of Vehicle
Information and Image Information Relating to a Vehicle;”

[0132] U.S. publication no. 2011-0093162-A1, published
Apr. 21, 2011, filed Dec. 28, 2010, and entitled “Systems
And Methods For Complex Event Processing Of Vehicle-
Related Information;”

[0133] U.S. publication no. 2011-0093306-A1, published
Apr. 21, 2011, filed Dec. 28, 2010, and entitled “Fleet
Management Systems And Methods For Complex Event
Processing Of Vehicle-Related Information Via Local And
Remote Complex Event Processing Engines;”

[0134] U.S. publication no. 2011-0093304-A1, published
Apr. 21, 2011, filed Dec. 29, 2010, and entitled “Systems
And Methods For Complex Event Processing Based On A
Hierarchical Arrangement Of Complex Event Processing
Engines;”

[0135] U.S. publication no. 2010-0257477-A1, published
Oct. 7, 2010, filed Apr. 2, 2010, and entitled “Methods,
Apparatus, and Systems for Documenting and Reporting
Events Via Time-Elapsed Geo-Referenced Electronic
Drawings;”

[0136] U.S. publication no. 2010-0256981-A1, published
Oct. 7, 2010, filed Apr. 2, 2010, and entitled “Methods,
Apparatus, and Systems for Documenting and Reporting
Events Via Time-Elapsed Geo-Referenced Electronic
Drawings;”

[0137] U.S. publication no. 2010-0205032-A1, published
Aug. 12, 2010, filed Feb. 11, 2010, and entitled “Marking
Apparatus Equipped with Ticket Processing Software for
Facilitating Marking Operations, and Associated Meth-
ods;”

[0138] U.S. publication no. 2011-0035251-A1, published
Feb. 10, 2011, filed Jul. 15, 2010, and entitled “Methods,
Apparatus, and Systems for Facilitating and/or Verifying
Locate and/or Marking Operations;”

[0139] U.S. publication no. 2011-0035328-A1, published
Feb. 10, 2011, filed Jul. 15, 2010, and entitled “Methods,
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Apparatus, and Systems for Generating Technician Check-
lists for Locate and/or Marking Operations;”

[0140] U.S. publication no. 2011-0035252-A1, published
Feb. 10, 2011, filed Jul. 15, 2010, and entitled “Methods,
Apparatus, and Systems for Processing Technician Check-
lists for Locate and/or Marking Operations;”

[0141] U.S. publication no. 2011-0035324-A1, published
Feb. 10, 2011, filed Jul. 15, 2010, and entitled “Methods,
Apparatus, and Systems for Generating Technician Work-
flows for Locate and/or Marking Operations;”

[0142] U.S. publication no. 2011-0035245-A1, published
Feb. 10, 2011, filed Jul. 15, 2010, and entitled “Methods,
Apparatus, and Systems for Processing Technician Work-
flows for Locate and/or Marking Operations;”

[0143] U.S. publication no. 2011-0035260-A1, published
Feb. 10, 2011, filed Jul. 15, 2010, and entitled “Methods,
Apparatus, and Systems for Quality Assessment of Locate
and/or Marking Operations Based on Process Guides;”

[0144] U.S. publication no. 2010-0256863-A1, published
Oct. 7, 2010, filed Apr. 2, 2010, and entitled “Methods,
Apparatus, and Systems for Acquiring and Analyzing
Vehicle Data and Generating an Electronic Representation
of Vehicle Operations;”

[0145] U.S. publication no. 2011-0022433-A1, published
Jan. 27, 2011, filed Jun. 24, 2010, and entitled “Methods
and Apparatus for Assessing Locate Request Tickets;”

[0146] U.S. publication no. 2011-0040589-A1, published
Feb. 17, 2011, filed Jul. 21, 2010, and entitled “Methods
and Apparatus for Assessing Complexity of Locate
Request Tickets;”

[0147] U.S. publication no. 2011-0046993-A1, published
Feb. 24, 2011, filed Jul. 21, 2010, and entitled “Methods
and Apparatus for Assessing Risks Associated with Locate
Request Tickets;”

[0148] U.S. publication no. 2011-0046994-A1, published
Feb. 17, 2011, filed Jul. 21, 2010, and entitled “Methods
and Apparatus for Multi-Stage Assessment of Locate
Request Tickets;”

[0149] U.S. publication no. 2011-0040590-A1, published
Feb. 17, 2011, filed Jul. 21, 2010, and entitled “Methods
and Apparatus for Improving a Ticket Assessment Sys-
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tem;

[0150] U.S. publication no. 2011-0020776-A1, published
Jan. 27, 2011, filed Jun. 25, 2010, and entitled “L.ocating
Equipment for and Methods of Simulating Locate Opera-
tions for Training and/or Skills Evaluation;”

[0151] U.S. publication no. 2010-0285211-A1, published
Now. 11,2010, filed Apr. 21, 2010, and entitled “Method Of
Using Coded Marking Patterns In Underground Facilities
Locate Operations;”

[0152] U.S. publication no. 2011-0137769-A1, published
Jun. 9, 2011, filed Nov. 5, 2010, and entitled “Method Of
Using Coded Marking Patterns In Underground Facilities
Locate Operations;”

[0153] U.S. publication no. 2009-0327024-A1, published
Dec. 31, 2009, filed Jun. 26, 2009, and entitled “Methods
and Apparatus for Quality Assessment of a Field Service
Operation;”

[0154] U.S. publication no. 2010-0010862-A1, published
Jan. 14, 2010, filed Aug. 7, 2009, and entitled, “Methods
and Apparatus for Quality Assessment of a Field Service
Operation Based on Geographic Information;”

[0155] U.S. publication No. 2010-0010863-A1, published
Jan. 14, 2010, filed Aug. 7, 2009, and entitled, “Methods
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and Apparatus for Quality Assessment of a Field Service
Operation Based on Multiple Scoring Categories;”

[0156] U.S. publication no. 2010-0010882-A1, published
Jan. 14, 2010, filed Aug. 7, 2009, and entitled, “Methods
and Apparatus for Quality Assessment of a Field Service
Operation Based on Dynamic Assessment Parameters;”

[0157] U.S. publication no. 2010-0010883-A1, published
Jan. 14, 2010, filed Aug. 7, 2009, and entitled, “Methods
and Apparatus for Quality Assessment of a Field Service
Operation Based on Multiple Quality Assessment Crite-
ria;”

[0158] U.S. publication no. 2011-0007076-A1, published
Jan. 13, 2011, filed Jul. 7, 2010, and entitled, “Methods,
Apparatus and Systems for Generating Searchable Elec-
tronic Records of Underground Facility Locate and/or
Marking Operations;”

[0159] U.S. publication no. 2011-0131081-A1, published
Jun. 2, 2011, filed Oct. 29, 2010, and entitled “Methods,
Apparatus, and Systems for Providing an Enhanced Posi-
tive Response in Underground Facility Locate and Mark-
ing Operations;”

[0160] U.S. publication no. 2011-0060549-A1, published
Mar. 10, 2011, filed Aug. 13, 2010, and entitled, “Methods
and Apparatus for Assessing Marking Operations Based on
Acceleration Information;”

[0161] U.S. publication no. 2011-0117272-A1, published
May 19, 2011, filed Aug. 19, 2010, and entitled, “Marking
Device with Transmitter for Triangulating Location Dur-
ing Locate Operations;”

[0162] U.S. publication no. 2011-0045175-A1, published
Feb. 24,2011, filed May 25, 2010, and entitled, “Methods
and Marking Devices with Mechanisms for Indicating and/
or Detecting Marking Material Color;”

[0163] U.S. publication no. 2010-0088135 A1, published
Apr. 8,2010, filed Oct. 1, 2009, and entitled, “Methods and
Apparatus for Analyzing Locate and Marking Operations
with Respect to Environmental Landmarks;”

[0164] U.S. publication no. 2010-0085185 A1, published
Apr. 8, 2010, filed Sep. 30, 2009, and entitled, “Methods
and Apparatus for Generating Electronic Records of
Locate Operations;”

[0165] U.S. publication no. 2011-0095885 A9 (Corrected
Publication), published Apr. 28, 2011, and entitled, “Meth-
ods And Apparatus For Generating Electronic Records Of
Locate Operations;”

[0166] U.S. publication no. 2010-0090700-A1, published
Apr. 15, 2010, filed Oct. 30, 2009, and entitled “Methods
and Apparatus for Displaying an Electronic Rendering of a
Locate Operation Based on an Electronic Record of Locate
Information;”

[0167] U.S. publication no. 2010-0085054 A1, published
Apr. 8, 2010, filed Sep. 30, 2009, and entitled, “Systems
and Methods for Generating Electronic Records of Locate
And Marking Operations;” and

[0168] U.S. publication no. 2011-0046999-A1, published
Feb. 24, 2011, filed Aug. 4, 2010, and entitled, “Methods
and Apparatus for Analyzing [ocate and Marking Opera-
tions by Comparing Locate Information and Marking
Information.”

[0169] Itshould be appreciated that all combinations ofthe

foregoing concepts and additional concepts discussed in

greater detail below (provided such concepts are not mutually
inconsistent) are contemplated as being part of the inventive
subject matter disclosed herein. In particular, all combina-
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tions of claimed subject matter appearing at the end of this
disclosure are contemplated as being part of the inventive
subject matter disclosed herein. It should also be appreciated
that terminology explicitly employed herein that also may
appear in any disclosure incorporated by reference should be
accorded a meaning most consistent with the particular con-
cepts disclosed herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0170] The drawings are not necessarily to scale, emphasis
instead generally being placed upon illustrating the principles
of the invention.

[0171] FIG. 1 is a diagram of an exemplary searchable
electronic record of a locate operation, according to one
embodiment of the present invention;

[0172] FIG. 2 is a diagram of an exemplary network in
which the various inventive concepts described herein may be
implemented, according to one embodiment of the present
invention;

[0173] FIG. 3 is a diagram of exemplary components of the
user device of FIG. 2;

[0174] FIG. 4 is a diagram of exemplary components of the
central server of FIG. 2;

[0175] FIG. 51is a diagram of exemplary software routines
for components of FIG. 2;

[0176] FIG. 6 is a flowchart of an exemplary process for
creating an electronic manifest of underground facility locate
marks, according to one embodiment of the present invention;
[0177] FIG. 7 is a diagram of an exemplary data set that
may be stored in the memory of FIG. 3 and/or FIG. 4, accord-
ing to one embodiment of the present invention;

[0178] FIG. 8 is a diagram of an exemplary user interface
that may be presented via the user device of FIG. 2, according
to one embodiment of the present invention;

[0179] FIG. 9 is a diagram illustrating various elements of
a searchable electronic record of a locate operation according
to one embodiment of the present invention;

[0180] FIG. 10 shows a sketch, representing an exemplary
input image;

[0181] FIG. 11 shows a map, representing an exemplary
input image;

[0182] FIG. 12 shows a facilities map, representing an
exemplary input image;

[0183] FIG. 13 shows a construction/engineering drawing,
representing an exemplary input image;

[0184] FIG. 14 shows a land survey map, representing an
exemplary input image;

[0185] FIG. 15 shows a grid, overlaid on the construction/
engineering drawing of FIG. 13, representing an exemplary
input image;

[0186] FIG. 16 shows a street level image, representing an
exemplary input image;

[0187] FIG. 17 shows an initial screen of an exemplary
graphical user interface for facilitating creation of a search-
able electronic record that may be presented via the user
device described in connection with FIG. 2;

[0188] FIG. 18 shows a screen of the exemplary user inter-
face that displays an image corresponding to an address;
[0189] FIG. 19 shows a screen of the exemplary user inter-
face wherein the sketching tab 1708 is active and an acquired
input image is displayed;
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[0190] FIG. 20 shows a drop down menu of the exemplary
user interface that allows a user to select a type of line to be
drawn so as to represent a type of facility, boundary lines
and/or white lines;

[0191] FIG. 21 shows a screen of the exemplary user inter-
face showing a rendered line when the selected line type is

[0192] FIG. 22 shows a screen of the exemplary user inter-
face including a layers legend 2208 displaying the facility
types corresponding to the rendered lines;

[0193] FIG. 23 shows a screen of the exemplary user inter-
face including hidden layers;

[0194] FIG. 24 shows a drop down menu of the exemplary
user interface including selectable symbols that may be over-
laid on an input image;

[0195] FIG. 25 shows a screen of the exemplary user inter-
face including a fire hydrant symbol overlaid on an input
image;

[0196] FIG. 26 shows a pop up window of the exemplary
user interface that allows a user to select a type of reference
location associated with a tie-down and select or specify a
length of the tie-down;

[0197] FIG. 27 shows a screen of the exemplary user inter-
face including examples of tie-down lines that may be created
using the interface;

[0198] FIG. 28 shows a pop up window of the exemplary
user interface including a message informing a user that at
least one underground facility is missing at least one tie-
down;

[0199] FIG. 29 shows a text pop up window of the exem-
plary user interface that allows a user to specify the param-
eters and content of a text box overlaying an input image;
[0200] FIG. 30 shows a screen of the exemplary user inter-
face including a text box overlaying an input image;

[0201] FIG. 31 shows a pop-up window of the exemplary
user interface including an instruction directing a user to
select a reason for using a grid pad;

[0202] FIG. 32 shows a screen of the exemplary user inter-
face including a bare grid;

[0203] FIG. 33 shows a screen of the exemplary user inter-
face including white lines overlaying an input image;

[0204] FIG. 34 shows an exemplary pop-up window of the
exemplary user interface that appears when a save/exiticon is
used to initiate a save operation;

[0205] FIG. 35 shows an illustrative process that a GPS
verification algorithm may perform to verify that an elec-
tronic record of a locate operation is created at or near a work
site;

[0206] FIG. 36 shows an illustrative process for determin-
ing a cost associated with physical marks created by a locate
technician in a dig area;

[0207] FIG. 37 shows an illustrative process for assessing
the productivity and/or competence of a locate technician
who performed a locate operation;

[0208] FIG. 38 shows an example of a lower resolution
image that may serve as the basis for creating an electronic
manifest;

[0209] FIG. 39 shows a screen of the exemplary user inter-
face displaying the lower resolution input image of FIG. 38
with an edges layer overlaid thereon;

[0210] FIG. 40 shows a screen of the exemplary user inter-
face displaying an input image including several cars identi-
fied for potential erasure;
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[0211] FIG. 41 shows a screen of the exemplary user inter-
face that includes a manual drawing layer in place of an input
image;

[0212] FIG. 41A shows the manual drawing layer of FIG.

41 with a grid overlaid thereon;

[0213] FIG. 42 shows the manual drawing layer of FIG. 41
with representations of physical locate marks based on GPS
data from a locating and/or marking device and associated
accuracy indications overlaid thereon;

[0214] FIG. 42A shows the representations of physical
locate marks shown in FIG. 42 with alternative accuracy
indications overlaid thereon;

[0215] FIG. 42B shows the manual drawing layer of FIG.
41 with manually rendered representations of physical locate
marks and associated accuracy indications overlaid thereon;
[0216] FIG. 43 shows an illustrative process for compen-
sating for discrepancies between GPS data from a locating
and/or marking device and GPS data associated with a base
image for an electronic manifest;

[0217] FIG. 43A shows another illustrative process for
compensating for discrepancies between GPS data from a
locating and/or marking device and GPS data associated with
a base image for an electronic manifest in the context of a
screen of the exemplary user interface;

[0218] FIG. 44 shows a screen of the exemplary user inter-
face displaying an input image with a photograph of an envi-
ronmental feature overlaid thereon;

[0219] FIG. 45 shows a screen of the exemplary user inter-
face having an interface for selectively displaying a digital
media file;

[0220] FIG. 46 shows an exemplary facility map that may
be overlaid on an input image; and

[0221] FIG. 47 shows a screen of the exemplary user inter-
face displaying an input image with the facility map of FIG.
46 overlaid thereon.

DETAILED DESCRIPTION

[0222] Following below are more detailed descriptions of
various concepts related to, and embodiments of, inventive
systems, methods and apparatus for generating searchable
electronic records of underground facility locate and/or
marking operations. It should be appreciated that various
concepts introduced above and discussed in greater detail
below may be implemented in any of numerous ways, as the
disclosed concepts are not limited to any particular manner of
implementation. Examples of specific implementations and
applications are provided primarily for illustrative purposes.
[0223] FIG.1isadiagram illustrating an exemplary search-
able electronic record, or “electronic manifest,” of a locate
operation, according to one embodiment of the present inven-
tion. When locating underground facilities at a geographic
location, such as at a dig area 100 (which, in the example of
FIG. 1 is associated with a residence or a business), it may be
beneficial to document locate marks in a permanent and
reproducible manner. For example, a locate technician may
locate and mark underground facilities using a locating
device and/or a marking device. A locating device may gen-
erally be defined as a locating wand or another device used to
detect the presence (or absence) of underground facilities,
while a marking device may generally be defined as any tool
(e.g., a paint wand) to apply a physical locate mark, such as
paint or other material to a surface. The locate technician may
use paint, flags, or some other object with a particular color or
other characteristic to mark the location of an underground
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facility. Referring to the example shown in FIG. 1, the locate
technician may use red paint to mark underground power
lines 110, orange paint to mark telecommunications (e.g.,
telephone and/or cable television) lines 120, and yellow paint
to mark gas lines 130.

[0224] The locate technician may also identify one or more
environmental landmarks that are present at or near the dig
area and/or determine the distance between the environmen-
tal landmark(s) and the located underground facility. For
example, a transformer 140 may be indicated as an environ-
mental landmark, as shown in FIG. 1. The geographic loca-
tion of transformer 140 may be used to measure offsets to
other locate marks in the dig area.

[0225] As described herein, documentation of some or all
of'this information regarding a locate operation is created as
a searchable electronic record, also referred to herein as “an
electronic manifest.” An electronic manifest, as used herein,
may generally refer to one or more computer-readable files
that include some or all of the information in a manifest. The
electronic manifest may be created using one or more input
images of a dig area, such as dig area 100, that may be
combined with other information (e.g., non-image informa-
tion) that is added by the user (e.g., a locate technician) about
the locate operation (“manual” electronic manifest). In other
implementations, an electronic manifest may be created
using one or more input images of a dig area combined with
information about detection and/or marking of one or more
underground facilities that is provided by other sources, e.g.,
instruments such as locating devices and/or marking devices
that are used to perform the locate operation may provide data
for creation of an electronic manifest. In some examples of
these implementations, data from such instruments, and/or
information derived from one or more locate request tickets,
may be automatically uploaded to facilitate creation of an
“automated” electronic manifest (in which a user/technician
need not necessarily sketch or draw, via an electronic stylus or
other electronic drawing tools, locate mark indicators and/or
detection indicators). Other implementations may use one or
more input images of a dig area combined with information
that is added by the user/technician and information that is
provided by other sources (e.g., locate request tickets, locate
instruments) to facilitate creation of a “semi-automated”
electronic manifest. As used herein, a “user” may refer to any
person operating a device to create an electronic manifest,
such as a locate technician, a site supervisor, or any other
person or group of people.

[0226] Accordingly, various embodiments of the present
invention are directed to methods, apparatus and systems for
creating a searchable electronic record, or “electronic mani-
fest,” relating to a geographic area including a dig area to be
excavated or otherwise disturbed. As part of the electronic
record, the geographic location of one or more physical locate
marks, applied to the dig area during a locate operation (e.g.,
via a marking device) to indicate a presence (or absence) of
one or more located underground facilities, is somehow iden-
tified with respect to its immediate surroundings in the geo-
graphic area. In some implementations, in addition to or
alternatively to one or more electronic indications of physical
locate marks applied to the dig area, an electronic manifest
may include one or more electronic indications of where one
ormore underground facilities were detected (e.g., by a locate
device) during the locate operation.

[0227] To create such an electronic record, in one exem-
plary implementation one or more input images relating to the
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geographic area including the dig area may be utilized. For
example, source data representing one or more input images
of'a geographic area including the dig area is received and/or
processed so that the input image(s) may be displayed on a
display device. The geographic location of the physical locate
mark(s), and/or where one or more facilities were detected, is
then indicated in some manner on the displayed input image
(s) so as to generate one or more marked-up images consti-
tuting at least a portion of the electronic record. For example,
geographic locations of the physical locate mark(s) may be
indicated in the marked-up image(s) using digital represen-
tation(s) of the physical locate mark(s) (“locate mark indica-
tors”) that are added to the marked-up image(s). Likewise,
geographic locations of where underground facilities were
detected may be indicated in the marked-up image(s) as
“detection indicators.” In other implementations, the input
image need not necessarily be displayed to add one or more
locate mark indicators and/or detection indicators; for
example, geographic information relating to one or more
physical locate marks applied to the dig area and/or detected
facilities may be received and locate mark indicator(s) and/or
detection indicators may be added to the input image based on
the geographic information, without requiring display of the
input image.

[0228] In some implementations of the inventive concepts
disclosed herein, the searchable electronic record may
include a variety of non-image information to facilitate iden-
tification of the dig area and its immediate surroundings,
including the geographic location(s) of the physical locate
mark(s) and/or detected facilities. Examples of such non-
image information include, but are not limited to, a text
description of the geographic location of the dig area, an
address or lot number of a property within which the dig area
is located, geo-encoded information such as geographic coor-
dinates relating to the dig area and/or various aspects of the
geographic area surrounding the dig area, as well as other
non-image information relating generally to the locate opera-
tion (e.g., a timestamp for the locate operation, geographic
coordinates for locate mark indicators and/or detection indi-
cators, one or more identifiers for a locate technician and/or a
locate company performing the locate operation, information
regarding one or more environmental landmarks, etc.). The
marked-up image(s) and the non-image information may be
formatted in a variety of manners in the searchable electronic
record; for example, in one implementation the non-image
information may be included as metadata associated with the
marked-up image(s), while in other implementations the
marked-up image(s) and the non-image information may be
formatted as separate data sets. These separate data sets may
be transmitted and/or stored separately. In another aspect,
whether transmitted/stored separately or together, the
marked-up image(s) and the non-image information may be
linked together in some manner as relating to a common
electronic record.

[0229] As may be observed from FIG. 1, an input image
serving as a starting point for creating a searchable electronic
record according to various embodiments of the present
invention may be displayed (e.g., on a laptop computer), and
the displayed input image provides a view of the geographic
area including dig area 100 (which, in FIG. 1, is essentially an
entire property surrounding a building). For purposes of the
present disclosure, an input image is any image represented
by source data that is electronically processed (e.g., the
source data is in a computer-readable format) to display the
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image on a display device. An input image may include any of
a variety of paper/tangible image sources that are scanned
(e.g., via an electronic scanner) or otherwise converted so as
to create source data (e.g., in various formats such as XML,
PDF, JPG, BMP, etc.) that can be processed to display the
input image. An input image also may include an image that
originates as source data or an electronic file without neces-
sarily having a corresponding paper/tangible copy of the
image (e.g., an image of a “real-world” scene acquired by a
digital still frame or video camera or other image acquisition
device, in which the source data, at least in part, represents
pixel information from the image acquisition device).
[0230] In some exemplary implementations, input images
according to the present disclosure may be created, provided,
and/or processed by a geographic information system (GIS)
that captures, stores, analyzes, manages and presents data
referring to (or linked to) location, such that the source data
representing the input image includes pixel information from
an image acquisition device (corresponding to an acquired
“real world” scene or representation thereot), and/or spatial/
geographic information (“geo-encoded information™).
[0231] In view of the foregoing, various examples of input
images and source data representing input images according
to the present disclosure, to which the inventive concepts
disclosed herein may be applied, include but are not limited
to:

[0232] Manual “free-hand” paper sketches of the geo-
graphic area (which may include one or more buildings,
natural or man-made landmarks, property boundaries,
streets/intersections, public works or facilities such as
street lighting, signage, fire hydrants, mail boxes, park-
ing meters, etc.). FIG. 10 shows an exemplary sketch
1000;

[0233] Various maps indicating surface features and/or
extents of geographical areas, such as street/road maps
(e.g., map 1100 of FIG. 11), topographical maps, mili-
tary maps, parcel maps, tax maps, town and county
planning maps, call-center and/or facility polygon maps,
virtual maps, etc. (such maps may or may not include
geo-encoded information);

[0234] Facilities maps illustrating installed underground
facilities, such as gas, power, telephone, cable, fiber
optics, water, sewer, drainage, etc. Facilities maps may
also indicate street-level features (streets, buildings,
public facilities, etc.) in relation to the depicted under-
ground facilities. Examples of facilities maps include
CAD drawings that may be created and viewed with a
GIS to include geo-encoded information (e.g., meta-
data) that provides location information (e.g., infrastruc-
ture vectors) for represented items on the facility map.
An exemplary facilities map 1200 is shown in FIG. 12;

[0235] Architectural, construction and/or engineering
drawings and virtual renditions of a space/geographic
area (including “as built” or post-construction draw-
ings). An exemplary construction/engineering drawing
1300 is shown in FIG. 13;

[0236] Land surveys, i.e., plots produced at ground level
using references to known points such as the center line
of a street to plot the metes and bounds and related
location data regarding a building, parcel, utility, road-
way, or other object or installation. FIG. 14 shows an
exemplary land survey map 1400;

[0237] A grid (a pattern of horizontal and vertical lines
used as a reference) to provide representational geo-
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graphic information (which may be used “as is” for an
input image or as an overlay for an acquired “real world”
scene, drawing, map, etc.). An exemplary grid 1500,
overlaid on construction/engineering drawing 1300, is
shown in FIG. 15. It should be appreciated that the grid
1500 may itself serve as the input image (i.e., a “bare”
grid), or be used together with another underlying input
image;

[0238] “Bare” data representing geo-encoded informa-
tion (geographical data points) and not necessarily
derived from an acquired/captured real-world scene
(e.g., not pixel information from a digital camera or
other digital image acquisition device). Such “bare” data
may be nonetheless used to construct a displayed input
image, and may be in any of a variety of computer-
readable formats, including XML);

[0239] Photographic renderings/images, including street
level (see e.g., street level image 1600 of FIG. 16),
topographical, satellite, and aerial photographic render-
ings/images, any of which may be updated periodically
to capture changes in a given geographic area over time
(e.g., seasonal changes such as foliage density, which
may variably impact the ability to see some aspects of
the image); and

[0240] An image, such as any of the above image types,
that includes one or more dig area indicators, or “virtual
white lines,” that provide one or more indications of or
graphically delimit a dig area, as described in U.S. pub-
lication no. 2009-0238417-A, incorporated by reference
herein. The virtual white lines may include lines, draw-
ing shapes, shades, symbols, coordinates, data sets, or
other indicators that are added to an image, and may
assist a locate technician in the performance of a locate
operation by identifying the area of interest, i.e., the dig
area. In this manner, a searchable electronic record
according to the concepts disclosed herein may be gen-
erated based on a previously marked-up input image on
which the dig area is indicated.

[0241] It should also be appreciated that source data repre-
senting an input image may be compiled from multiple data/
information sources; for example, any two or more of the
examples provided above for input images and source data
representing input images, or any two or more other data
sources, can provide information that can be combined or
integrated to form source data that is electronically processed
to display an image on a display device.

[0242] As noted above, in some implementations an input
image may be indexed to Global Positioning System (GPS)
coordinates or another coordinate system that provides geo-
spatial positioning. An input image may include geo-coding
or other geographical identification metadata and may be
provided in any computer-readable format. An input image
may also include images of map symbols, such as roads and
street names, that may be superimposed upon or displayed
separately from an underlying geographic area when the
input image is displayed on a display device.

[0243] With reference again to FIG. 1, it may be observed
that the dig area 100 is indicated in the displayed input image
by a dig area indicator 150. As noted above, in one embodi-
ment the input image may have been received with one or
more dig area indicators previously provided so that the dig
area may be readily identified in the displayed input image.
While FIG. 1 illustrates a dig area indicator 150 as an essen-
tially continuous line delimiting a boundary of the dig area, it
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should be appreciated that one or more dig area indicators are
not limited in this respect, and that such indicators may
include lines having various colors and line-types (dashed,
dotted, etc.), drawing shapes, shades, symbols, etc., and need
not necessarily delimit an entire boundary of a dig area.
Additionally, as also noted above, it should be appreciated
that in some embodiments an input image need not include
any dig area indicators to provide a foundation for generating
a searchable electronic record of a locate operation.

[0244] In FIG. 1, digital representations of the physical
locate marks applied to a dig area (e.g., corresponding to
power lines 110, telecommunications lines 120 and gas lines
130 shown in FIG. 1), may be added to the displayed input
image to graphically indicate the geographic locations of the
physical locate marks in the dig area 100. In one embodiment,
representations of the physical locate marks, also referred to
as “locate mark indicators,” may be added to the displayed
input image through the use of a drawing application or
marking tool application, which may superimpose over or
otherwise display one or more locate mark indicators on the
displayed input image. As used herein, “representations of
physical locate marks” or “locate mark indicators” may
include lines, drawing shapes, shades, symbols, coordinates,
data sets, or other indicators to provide one or more indica-
tions of the geographic locations of the physical locate marks
on a displayed input image. As discussed further below, a
given locate mark indicator may have an associated attribute
representing a type of underground facility corresponding to
the physical locate mark(s) applied to the dig area. Examples
of different attributes for a locate mark indicator include, but
are not limited to, color, line-type, symbol-type, shape, shade,
etc. (e.g., a first locate mark indicator for a gas line may
include a green dashed-line, a second locate mark indicator
for a fiber optic cable may include a red dotted-line, a third
locate mark indicator for an electric line may include one or
more gray diamond shapes arranged along a path traversed in
the input image by the buried electric line, etc.).

[0245] While FIG. 1 and additional figures discussed in
turn below initially illustrate an electronic manifest and gen-
eration of same in connection with representations of physi-
cal locate marks corresponding to the marking portion of a
locate operation, as noted above it should be appreciated that
an electronic manifest also or alternatively may include rep-
resentations of one or more geographic locations (“detection
indicators™) at which one or more underground utilities were
detected during a locate operation (e.g., prior to marking).
Many of the concepts discussed herein in connection with
locate mark indicators as part of an electronic manifest apply
similarly for detection indicators employed to represent and
document via an electronic manifest where underground
facilities were detected. Similarly, while the embodiment
depicted in FIG. 1 illustrates a graphic user interface includ-
ing various elements relating to a drawing tool application to
facilitate creation of a “manual” electronic manifest in which
auser electronically sketches/draws on an underlying image,
other embodiments contemplate elements that facilitate semi-
automated or automated creation of an electronic manifest.

[0246] In some exemplary embodiments described herein,
whether created manually, or in a semi-automated or auto-
mated manner, the marked-up images having one or more of
locate mark indicators, detection indicators, and dig area
indicators, as well as non-image information, may form part
of the searchable electronic record, and information regard-
ing the searchable electronic record (and in some instances
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the record itself) may be electronically transmitted and/or
stored to facilitate verification of the locate operation. In one
implementation, the non-image information may include a
series of geographical coordinates representing the locate
mark indicator(s) and/or detection indicators. These marked-
up images and coordinates enable documentation of where
the physical locate marks were made and/or where facilities
were detected, even after the physical locate marks no longer
exist. Such documentation may be important in the event of
accidental damage to an underground facility or another event
triggering a dispute concerning whether the underground
facilities were appropriately detected and/or marked. Further,
documentation provided by the searchable electronic records
according to the present disclosure may be helpful for train-
ing locate technicians, assessing the quality of locate opera-
tions, and ensuring that locate operations have actually and/or
accurately been performed without a need to visit the dig site
thereafter. An electronic record comprising the marked-up
image may be stored for later retrieval, and may be search-
able. For example, data embedded within or otherwise asso-
ciated with the marked-up image may be searchable (e.g., via
a search engine) using key words.

[0247] Exemplary Network

[0248] FIG. 2 is a diagram of an exemplary network 200 in
which systems and methods described herein may be imple-
mented. As shown in FIG. 2, the network 200 may include a
user device 210 connected to a central server 220 and an
image server 230 via a network 240. A single user device 210,
central server 220, and image server 230 have been illustrated
as connected to network 240 for simplicity. In practice, there
may be more or fewer user devices and/or servers. For
example, in one alternative implementation, the user device
210 may operate as a comprehensive device and, thus, the
network 200 may include no central server, with user device
210 communicating directly through network 240 to image
server 230. Also, in some instances, the user device 210 may
perform one or more of the functions of the central server 220
and/or central server 220 may perform one or more of the
functions of the user device 210. In still another implemen-
tation, multiple user devices 210 may be connected to the
central server 220 through the network 240.

[0249] The user device 210 may encompass a computer
device, such as a laptop computer, a small personal computer,
a tablet device, a personal digital assistant (PDA), a mobile
computing device (e.g., a smart phone), a touch-screen
device, or generally any device including or connecting to a
processor and a display. The user device 210 may be portable
s0 as to be separately carried by the user performing a locate
operation. Alternatively, the user device 210 may be inte-
grated with or affixed to another moveable object, such as a
vehicle.

[0250] The central server 220 may include a computer
device that may store information received from or provided
to the user device 210 and/or the image server 230. The
central server 220 may include storage capacity and/or
optionally include networked access to one or more separate
hardware components, such as images cache 235, to store
cached images and the like.

[0251] The image server 230 may include a computer
device that may store and provide input images of geographic
locations. The image server 230 may be associated with the
same, or a different, party that maintains the central server
220. For example, the image server 230 may be associated
with a party that provides input images for a fee.
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[0252] The network 240 may include a local area network
(LAN), a wide area network (WAN), a telephone network,
such as the Public Switched Telephone Network (PSTN) ora
cellular network, an intranet, the Internet, a communications
link, or a combination of networks. The user device 210,
central server 220, and image server 230 may connect to the
network 240 via wired and/or wireless connections. The user
device 210 and central server 220 may communicate using
any communication protocol.

[0253] Exemplary User Device Architecture

[0254] FIG. 3 is a diagram of exemplary components of the
user device 210. The user device 210 may include a bus 310,
aprocessing unit 320, a memory 330, an input device 340, an
output device 350 (e.g., a display device), a location identifi-
cation unit 360, and a communication interface 370. In
another implementation, the user device 210 may include
more, fewer, or different components. For example, the loca-
tion identification unit 360 may not be included, or the loca-
tion identification unit 360 may be included as a device
located external to the user device 210, such as a device worn
or carried by a user of the user device 210.

[0255] The bus 310 may include a path that permits com-
munication among the components of the user device 210.
The processing unit 320 may include a processor, a micro-
processor, or processing logic that may interpret and execute
instructions. The memory 330 may include a random access
memory (RAM), a read only memory (ROM), a memory
card, a magnetic and/or optical recording medium and its
corresponding drive, or another type of memory device. Gen-
erally, the memory 330 may be sufficient to store and manipu-
late input images, such as those stored in a local image cache
335. In one implementation, the local image cache 335 may
include one or more input images of a dig area to be marked
by a user. In another implementation, the local image cache
335 may include a series of input images that correspond to
the geographical region to which a particular user is assigned.
For example, local image cache 335 may include a collection
of'high-resolution images of a particular zip code or town. In
still another implementation, the local image cache 335 may
include an entire set of input images intended to be made
available to multiple users.

[0256] The input device 340 may include one or more
mechanisms that permit a user to input information to the user
device 210, such as a keyboard, a keypad, a touchpad, a
mouse, a stylus, a touch screen, a camera, or the like. Alter-
natively, or additionally, the input device 340 may include a
microphone that can capture a user’s intent by capturing the
user’s audible commands. Alternatively, or additionally, the
input device 340 may interact with a device that monitors a
condition of the user, such as eye movement, brain activity, or
heart rate. The output device 350 may include a mechanism
that outputs information to the user, such as a display, a
speaker, or the like. The condition information may be used to
assess the reliability of the user inputs that are used to gener-
ate the marked-up image or other aspects of the electronic
record. For example, if the monitored heart rate of the user is
sufficiently high as to indicate that the user is under stress, the
reliability of the user inputs may be assessed as poor.

[0257] The location identification unit 360 may include a
device that can determine its geographic location to a certain
degree of'accuracy, such as a global positioning system (GPS)
or a global navigation satellite system (GNSS) receiver. In
another implementation, the location identification unit 360
may include a device that determines location using another
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technique, such as tower (e.g., cellular tower) triangulariza-
tion. Thelocation identification unit 360 may receive location
tracking signals (e.g., GPS signals) and determine its location
based on these signals. In one implementation, location iden-
tification unit 360 may be capable of determining its location
within approximately thirty centimeters or less.

[0258] The communication interface 370 may include any
transceiver-like mechanism that enables user device 210 to
communicate with other devices and/or systems. For
example, the communication interface 370 may include
mechanisms for communicating with another device or sys-
tem via a network. For example, the communication interface
370 may enable communications between the user device 210
and the central server 220 and/or image server 230 over
network 240.

[0259] Aswill be described in detail below, user device 210
may perform certain operations relating to the documentation
of locate operations and/or the creation of an electronic mani-
fest. User device 210 may perform these operations in
response to the processing unit 320 executing software
instructions (e.g., a user interface application 337) contained
in a computer-readable medium, such as the memory 330. A
computer-readable medium may be defined as a physical or
logical memory device. In some exemplary implementations,
elements of the user interface application 337 may be based,
at least in part, on the Map Suite GIS Software (based on
NET components) available from ThinkGeo LLC of Frisco,
Tex. (http://thinkgeo.com/).

[0260] The software instructions may be read into the
memory 330 from another computer-readable medium, or
from another device via the communication interface 370.
The software instructions contained in the memory 330 may
cause processing unit 320 to perform processes that will be
described later. Alternatively, hardwired circuitry may be
used in place of, or in combination with, software instructions
to implement processes described herein. Thus, implementa-
tions described herein are not limited to any specific combi-
nation of hardware circuitry and software.

[0261] Exemplary Central Server Architecture

[0262] FIG. 4 is a diagram of exemplary components of the
central server 220. The central server 220 may include a bus
410, a processing unit 420, a memory 430, and a communi-
cation interface 440. In another implementation, the central
server 220 may include more, fewer, or different components.
For example, an input device and/or an output device (not
shown) may be included, as necessary.

[0263] The bus 410 may include a path that permits com-
munication among the components of the central server 220.
The processing unit 420 may include a processor, a micro-
processor, or processing logic that may interpret and execute
instructions. The memory 430 may include a magnetic and/or
optical recording medium and its corresponding drive, a
RAM, a ROM, a memory card, or another type of memory
device suitable for high capacity data storage. Generally, the
memory 430 may be sufficient to store input images of par-
ticular geographic locations, such as those stored in a central
image cache 435. In one implementation, the central image
cache 435 may include a set of input images that correspond
to the geographical regions to which a group of users are
assigned. In still another implementation, the central image
cache 435 may include the entire set of input images intended
to be made available to any of a group of users. For example,
central image cache 435 may include a collection of high-
resolution input images of a particular county, state or other
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geographic region. In another implementation, as shown in
FIG. 2, central image cache 435 may be replaced or supple-
mented with one or more networked storage components,
such as image cache 235.

[0264] The communication interface 440 may include any
transceiver-like mechanism that enables the central server
220 to communicate with other devices and/or systems. For
example, the communication interface 440 may include
mechanisms for communicating with another device or sys-
tem via a network. For example, the communication interface
440 may enable communications between the central server
220 and the user device 210 and/or image server 230 over
network 240.

[0265] As will be described in detail below, the central
server 220 may perform certain operations to facilitate the
documentation of locate operations and/or the creation of an
electronic manifest. The central server 220 may perform
these operations in response to the processing unit 420
executing software instructions contained in a computer-
readable medium, such as the memory 430.

[0266] The software instructions may be read into the
memory 430 from another computer-readable medium, or
from another device via the communication interface 440.
The software instructions contained in the memory 430 may
cause processing unit 420 to perform processes that will be
described later. Alternatively, hardwired circuitry may be
used in place of or in combination with software instructions
to implement processes described herein. Thus, implementa-
tions described herein are not limited to any specific combi-
nation of hardware circuitry and software.

[0267] Exemplary Routines

[0268] FIG. 5is a diagram of exemplary software routines
for the components shown in FIG. 2. The central server 220
may include an image retrieval routine 510 and a central
image cache routine 510. The user device 210 may execute
(e.g., via the processing unit 320) a user interface application
337 (e.g., stored in memory 330) to facilitate creation of
electronic manifests, and in various embodiments such a user
interface application may include one or more of a synchro-
nize routine 530, a local image cache routine 540, an image
display routine 550, a user input routine 560, and a ticket
manager routine 570. As discussed in more detail herein, the
examples of routines associated with the central server 220
and the user device 210 may be interchangeable between each
hardware component. Furthermore, some or all of routines
510,520, 530, 540, 550, 560, and 570 need not be performed
exclusively by any one hardware component. As noted above,
in some exemplary implementations, elements of the user
interface application 337 (e.g., image display routine 550,
user input routine 560) may be based, at least in part, on the
Map Suite GIS Software (based on .NET components) avail-
able from ThinkGeo LLC of Frisco, Tex. (http://thinkgeo.
cony).

[0269] Still referring to FIG. 5, the image server 230 may
store a library of input images. Generally, input images such
as aerial images may be of sufficient resolution at an optimal
elevation to be useful as a record of the locate operation. The
input images from the image server 230 may include geoc-
oding or other geographical identification metadata and may
be provided in any computer-readable format, such as JPEG
file interchange format (JPEG), tagged image file format
(TIFF), portable document format (PDF), graphics inter-
change format (GIF), bitmap (BMP), portable network
graphics (PNG), Windows® metafile (WMF), and/or the like.
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Also, input images from the image server 230 may include a
combination of images or overlays, such as overlays of street
names, regions, landmark descriptions, and/or other informa-
tion about areas displayed in an image. The input images from
the image server 230 may be supplied by a third-party pro-
vider if the coverage area of the third-party image provider
overlaps with the desired area of the user.

[0270] The central image cache routine 510 and the image
retrieval routine 520 of the central server 220 may include a
variety of functionalities. In certain implementations, the
central image cache routine 510 may receive information
about specific tickets and parse tickets in order to discern
location information. For example, a ticket may identify the
dig area by an address of the property or by geographic
coordinates. The ticket might specify, for example, the
address or description of the dig area to be marked, the day
and/or time that the dig area is to be marked, and/or whether
the user is to mark the dig area for telecommunications (e.g.,
telephone and/or cable television), power, gas, water, sewer,
or some other underground facility.

[0271] The central image cache routine 510 may also con-
vert dig area location information to latitude/longitude coor-
dinates or other coordinates. When location information from
a ticket is sufficiently precise to allow for identification of
corresponding imagery, the central image cache routine 510
may calculate the image extent (which may be generally
defined as the bounding region of the dig area of interest), and
update the ticket with the calculated extent. In one implemen-
tation, the central image cache routine 510 may determine
image date, coordinates, and resolution of each image that
may be stored in the central image cache 435 or in another
location. In another implementation, when location informa-
tion from a ticket is imprecise (or “fuzzy”), the central image
cache routine 510 may mark the ticket to indicate that no
corresponding image was able to be retrieved based on the
ticket information.

[0272] Inanother implementation, central image cache 510
may identify an image to retrieve based on GPS coordinates
of'a GPS-enabled device associated with a user. For example,
a user may arrive at an excavation site in a GPS-enabled
vehicle and the GPS information from the vehicle may be
used to identify coordinates corresponding to an image to be
retrieved. GPS coordinates may also be obtained from other
GPS-enabled devices being used by or in the vicinity of the
user. As used herein a GPS-enabled device may include any
device or combination of devices capable of interfacing with
a global navigation satellite system, geo-spatial positioning
system, or other location-identification system to determine a
location. Examples of GPS-enabled devices may include a
marking device (e.g., a paint wand) with an integrated GPS
receiver; a locating device (e.g., a locating wand) with a GPS
receiver; a wearable GPS-enabled device; a vehicle-mounted
GPS system; certain PDAs, computers, and cellular tele-
phones; and stand-alone GPS-enabled systems.

[0273] Instill another implementation, central image cache
510 may identify one or more images to request based on a
designated geographical area assigned to a user. For example,
auser may be assigned to work in several dig areas associated
with a particular section of a neighborhood. The user may
input coordinates associated with the entire selected section
of the neighborhood, and central image cache 510 may then
retrieve images for those coordinates.

[0274] The image retrieval routine 520 catalogues and
stores images from the image server 230 to the central server
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220. For example, images may be stored in the central image
cache 435 in the memory 430 of the central server 220. In one
implementation, the image retrieval routine 520 may query
the central image cache 435 or other cache for an image
associated with a particular dig area relating to a ticket of
interest, and determine, based on (for example) the age and
resolution of the cached image, whether the image in the
central image cache 435 needs to be updated from the image
server 230.

[0275] Inanother implementation, the image retrieval rou-
tine 520 may interface with multiple image providers and
image servers 230. The image retrieval routine 520 may deter-
mine which image provider is the best source for the image
corresponding to a particular dig area relating to a ticket of
interest based on algorithms that factor, for example, each
image provider’s geographical coverage, image resolution,
cost, and availability. Regarding geographical coverage, it
will be beneficial to confirm that the image provider’s area of
coverage includes the desired extent (in other words, the
entire geographical region of interest to the user).

[0276] Regarding image resolution, available resolution
may be measured in meters (or centimeters, feet, or inches)
per pixel. For example, one provider may offer thirty centi-
meters per pixel, while another offers fifteen centimeters or
less per pixel, for the same coverage area. If an image is
requested at a standard altitude, then the image retrieval rou-
tine 520 may choose a pre-defined optimal scale (for
example, thirty centimeters per pixel for a rural area, but
fifteen centimeters per pixel for an urban area) and determine
which provider provides images at the pre-defined optimal
scale. Alternatively, if the image of interest is at a less granular
scale (for example, a community or neighborhood image that
allows the locator to pan around the image), then resolution
may not be a significant factor.

[0277] Regarding cost, the image retrieval routine 520 may
have access to pricing information for a variety of image
providers. The image retrieval routine 520 may identify
which provider has the lowest cost for the desired image. Cost
analysis may be based on images desired for an individual
ticket or the algorithm may account for a group of image
requests, including volume incentives and/or penalties from
each image provider.

[0278] Regarding availability of image providers, the
image retrieval routine 520 may identify what providers are
available and/or operational. Also, if an image provider has a
regular latency profile (for example, if a provider has a par-
ticular server that is busiest 3-5 PM Pacific time), then the
image retrieval routine 520 may manage requests to be pro-
vided to another image provider or to a particular server of
that image provider to efficiently load share the image
retrieval.

[0279] When an image provider is selected, the image
retrieval routine 520 may download the image from the
selected image provider’s server, which may be an image
server 230. The downloaded image may be stored locally, for
example, in the central image cache 435.

[0280] It should be understood that some of the routines
and/or functionalities described above with respect to the
central image cache routine 510 and the image retrieval rou-
tine 520 may be performed by one or both of the routines 510
and 520 above, and the arrangement of functionalities are not
limited to the implementations disclosed herein.

[0281] The synchronize routine 530 for user device 210
may ensure that images already stored and manipulated on
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the user device 210 correspond to images stored in the central
server 220. When a user performing a locate operation iden-
tifies a ticket or dig area, the synchronize routine 530 may
check if an image exists in the central server 220 that matches
the extent requested, and if the matching image is up-to-date
in, for example, the local image cache 335. The synchronize
routine 530 may also synchronize images from the central
server 220 cache and store copies locally in the user device
210.

[0282] If the ticket has a valid extent (i.e., a recognizable
boundary), the local image cache routine 540 may associate
the ticket information with an image matching the extent. The
local image cache routine 540 may load the image from the
local image cache 335. If the ticket does not have a valid
extent, the local image cache routine 540 may accept address
information that is entered by the user. Alternatively, the local
image cache routine 540 may read the local address informa-
tion from the ticket or from a GPS-enabled device in commu-
nication with the user device 210 so that address information
may be pre-entered for the user to the extent possible. Address
information may include, for example, a street address, street
name, city, state and/or zip code. If either none or multiple
stored addresses appear to be associated with particular
address information, the local image cache routine 540 may
display a list of best match addresses from which a user can
select.

[0283] Once an image is loaded from the local cache 335,
image display routine 550 may provide a variety of view
options for the user. For example, the image display routine
550 may support zooming in and out of the image by chang-
ing the image scale. Also, the image display routine 550 may
support panning horizontally and vertically in the image.
Furthermore, the image display routine 550 may support
“roaming” outside the boundaries of the initial extent. Roam-
ing generally occurs when the user zooms or pans, such that
images beyond the boundaries of the stored images may be
required to be retrieved (using, for example, synchronize
routine 530) from either the local image cache 335 or the
central server 220. The additional images retrieved from
either the local image cache 335 or the central server 220 may
be displayed and stitched together to display a complete
image.

[0284] The user input routine 560 allows the user to add
information to the image to create an electronic manifest. The
user input routine 560 may accept user input from, for
example, input device 340, and may support the addition of
lines, freehand forms (or scribbling), shapes such as circles
and rectangles, shading, or other markings which denote the
approximate location of underground facilities which are
present within the dig area. A drawing shape may generally be
any kind of drawing shape or mark. The user input routine 560
may further enable drawing of underground facility locate
marks for telecommunications (e.g., telephone and cable tele-
vision), gas, power, water, sewer, and the like, so that each
type of drawn locate mark is distinguishable from the other
(s). The user input routine 560 may limit the display of such
facilities by the type of work which is to be performed accord-
ing to the instructions included within the user’s assigned
ticket. Accordingly, a given locate mark indicator, serving as
a digital representation of a physical locate mark applied to
the dig area, may have an associated attribute representing a
type of underground facility corresponding to the physical
locate mark. Examples of different attributes for a locate mark
indicator include, but are not limited to, color, line-type,
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symbol-type, shape, shade, etc. (e.g., a first locate mark indi-
cator for a gas line may include a green dashed-line, a second
locate mark indicator for a fiber optic cable may include a red
dotted-line, a third locate mark indicator for an electric line
may include one or more gray diamond shapes arranged
along a path traversed in the input image by the buried electric
line, etc.).

[0285] In addition to the marking of the underground facil-
ity locate marks on the input image, user input routine 560
may also include offsets from environmental landmarks that
may be displayed on the image in, for example, English or
metric units. Environmental landmarks may also be marked
and/or highlighted on the input image. The user input routine
560 may also accept positioning information from external
sources, such as a GPS-enabled device. The user input routine
560 may further include features to annotate the image with
text and to revise user inputs by, for example deleting, drag-
ging or pasting shapes. In one implementation, when the user
zooms the image view in or out, user input (e.g., lines and/or
shapes) that have been added to the original image may
adhere to the changing image scale and remain in the original
user-input locations.

[0286] The electronic manifest, which is a compilation of
one or more input images and user inputs, may be saved as an
image file. In another implementation, the user inputs may be
saved in a mark-up format, including the geo-coordinates and
underground facility type of each input.

[0287] In one implementation, the user device 210 may
interface with a ticket management program for coordinating
multiple tickets. The ticket manager routine 570 may facili-
tate such an interface. The ticket management program for
coordinating multiple tickets may reside on the central server
220, for example, or on a separate server that is accessible to
the user device 210. Generally, tickets may be stored on a
central server and assigned to a user. When a user edits a
ticket, the user may also have created an electronic manifest
associated with the ticket. The ticket manager routine 570
may allow the user to synchronize the user’s ticket cache with
the company’s central database and also synchronize the
images and user input. The ticket manager routine 570 may
copy images from the central server 220 to the user device 210
for new tickets, and will copy the user input from the user
device 210 to the central server 220 for completed tickets. The
ticket manager routine 570 may interface with the routines
described above to correlate a user’s assigned tickets with
images for those tickets and download the images to the user
device from the central server 220. The ticket manager rou-
tine 570 may retrieve the corresponding ticket number from
the ticket management program when the user retrieves an
image, or the ticket manager routine 570 may retrieve the
image corresponding to an entered ticket number.

[0288] FIG. 6 provides a flowchart 600 of an exemplary
process for creating an electronic manifest relating to a locate
operation and the application of locate marks to a dig area to
indicate a presence (or absence) of one or more underground
facilities. In one implementation, at least some of the blocks
of FIG. 6 may be performed using user device 210 (FIG. 2). In
another implementation, one or more of the blocks of FIG. 6
may be manually performed or performed by another device,
such as central server 220.

[0289] The process 600 may begin with a user being dis-
patched to a dig area to be located, in response to a locate
request ticket being generated for a locate operation. For
example, the user might be given a ticket that identifies what
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underground facilities the user needs to locate at the dig area.
The ticket might specity, for example, the address or descrip-
tion of the dig area to be located, the day and/or time that the
dig area is to be located, and/or whether the user is to locate
the dig area for telecommunications, power, gas, water,
sewer, or other underground facility. Based on information in
the ticket, or other information about the dig area to be
located, user device 210 in block 610 may associate the prop-
erty address with a stored input image of the dig area. Such
association may include associating the address with geo-
graphic location information, such as global positioning coor-
dinates for the dig area extent (or boundary).

[0290] In one exemplary embodiment, the locate request
ticket may be an electronic locate request ticket that com-
prises a previously marked-up image of a geographic area
including the dig area, on which one or more dig area indica-
tors, or “virtual white lines,” were placed (e.g., by an excava-
tor or a one-call center) to provide an indication of the dig
area. In this manner, an electronic locate request ticket
received by a locate company or locate technician may
include both image data and non-image data; for example, a
locate request ticket may include a marked-up image with one
or more dig area indicators, as well as associated non-image
information providing additional details of the locate opera-
tion to be performed, as noted above. Further details of locate
request tickets including marked-up images with one or more
dig area indicators are given in U.S. publication no. 2009-
0238417-A, which is incorporated by reference herein.

[0291] Inblock 620, the stored input image associated with
the dig area to be located is retrieved from a cache of images
and loaded into the user device 210. As previously described
and discussed herein with respect to FIG. 5, the cache of
images may reside within the user device 210, the central
server 220, a separate image server, or another storage device.
As discussed above, the input image may be represented by a
wide variety of source data that, when processed, facilitates
display of the input image. In one exemplary implementation,
the input image for the searchable electronic record may be a
previously marked-up image with one or more dig area indi-
cators or virtual white lines; in one aspect, such an input
image may be received as part of the locate request ticket
specifying the locate operation. In various implementations,
it should be appreciated that the input image may or may not
be displayed, as discussed further below.

[0292] In block 630, the user may perform a locate opera-
tion to locate the underground facilities present within the dig
area and mark the located underground facilities using a
locating device and/or marking device, or a combined locat-
ing/marking device. For example, the user may use the locat-
ing device to identify an underground facility at the dig area,
and may use the marking device to mark the underground
facility with the appropriate marker (e.g., color paint, flag, or
some other object). In certain implementations, locate instru-
ments (e.g., a locate receiver and a marking device) may be
employed that are configured to acquire, store and transmit
various information regarding the approximate geographic
location of one or more detected facilities and/or applied
underground facility locate marks; in particular, the approxi-
mate geographic location of detected facilities and/or under-
ground facility locate marks may be determined, for example,
by identifying the current geographic location of the GPS-
enabled device as the user performs the locating or marking
operation. In another implementation, a user may use a trian-
gularization technique to determine the approximate geo-
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graphic location of the underground facility locate marks. In
yet another implementation, a user may determine latitude
and longitude coordinates or some other measurement of a
geographic location.

[0293] Ifinblock 630 the technician employs instrumenta-
tion and/or techniques that provide geographic information
(e.g., geographic coordinates) of detected and/or marked
facilities, this information may be used in some embodiments
to facilitate semi-automated or automated creation of an elec-
tronic manifest in which some or all of such geographic
information is overlaid on the input image. It should be appre-
ciated, however, that some embodiments do not necessarily
require the provision of such geographic information.

[0294] In block 640, information about the approximate
geographic location of detected facilities and/or applied
underground facility locate marks may be added to the input
image that was retrieved previously in block 620. To create
“manual” electronic manifests, the geographic information
about may be input by the user using an input device, such as
input device 340 (FIG. 3) of user device 210, and added to the
displayed input image as one or more locate mark indicators
and/or detection indicators. In one exemplary implementa-
tion in which the input image is a previously marked-up
image having one or more dig area indicators, this image may
be further marked-up to add one or more locate mark indica-
tors and/or detection indicators that are displayed together
with the one or more dig area indicators. Additional aspects
regarding information to be input by the user are discussed in
more detail herein with respect to FIG. 8.

[0295] Still referring to block 640, as noted above geo-
graphic information regarding detected and/or marked facili-
ties may also be received directly from a GPS-enabled device,
such as the GPS-enabled locating device or marking device
used in block 630, and overlaid on the input image. In one
exemplary implementation, one or more locate mark indica-
tors and/or detection indicators based on this information
may be added to the input image automatically, and in some
instances without any requirement to display the inputimage.
Alternatively, the user may use of a combination of geo-
graphic information received from one or more GPS-enabled
locate instruments, together with some degree of manual
entry of information relating to the locate operation, to create
a semi-automated electronic manifest.

[0296] To appropriately display geographic information
obtained from one or more locate instruments together with
an input image, the geo-spatial reference frame employed for
geographic information and the input image should prefer-
ably be the same. Accordingly, in some embodiments, one or
both of the geographic information obtained from one or
more locate instruments, and geographic information in the
source data for an inputimage may be converted, if necessary,
to acommon geo-spatial reference frame to facilitate accurate
comparative viewing (overlaying) of locate mark indicators
and/or detection indicators and the input image. Additional
information relating to the processing of geographic informa-
tion from locate instruments for use in connection with auto-
mated or semi-automated creation of electronic manifests
may be found in U.S. publication number US2010-0117654-
Al, published on May 13, 2010, and entitled “Methods and
Apparatus for Displaying an Electronic Rendering of a
Locate and/or Marking Operation Using Display Layers,”
which is hereby incorporated herein by reference in its
entirety.
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[0297] In automated or semi-automated embodiments in
which geographic information regarding detected and/or
marked facilities is obtained from one or more locate instru-
ments, such information may be displayed in an electronic
manifest in a static or dynamic manner. For example, in one
aspect, the image portion of an electronic manifest may be
static in that all available information is presented in a display
field (e.g., overlaid on an input image) at one time after
collection of the information (e.g., completion of the locate
and/or marking operation and uploading of information from
the locate instrument(s)); alternatively, the image portion of
the electronic manifest may be dynamic in that information
obtained from a locate instrument may be displayed in essen-
tially real-time as it is collected, or may be displayed after
collection in a time-sequenced animation that “recreates” the
collection of information (e.g., recreates the locate and/or
marking operation) on the time scale in which it was origi-
nally acquired.

[0298] In another aspect of automated or semi-automated
embodiments, the processing unit 320 of the user device 210
(and/or the processing unit 420 of the server 220) may process
the geographic information obtained from one or more locate
instruments not only to ensure that such information is in a
same geo-spatial reference frame as the input image, but
further so as to filter, average, interpolate and/or otherwise
“smooth” data (e.g., so as to provide “cleaner” visual render-
ings and/or connect successive locate mark indicators and/or
detection indicators); alternatively, “raw data” provided by a
given instrument may be utilized “as is” for the visual repre-
sentation (including any geo-spatial reference frame conver-
sion as may be necessary). In yet another aspect of automated
or semi-automated embodiments, visual representations of
multiple locate and/or marking operations for different under-
ground facilities within the same work site/dig area may be
generated in the same display field of a display device (e.g.,
output device 350) so as to provide an electronic manifest
including a composite visual representation, in which difter-
ent underground facilities may be uniquely identified in some
manner (e.g., by different line types and/or different colors),
and one or more environmental landmarks in and/or around
the work site/dig area may be identified using a variety of
displayed identifiers (e.g., icons, symbols, marks, shapes,
etc.).

[0299] With respect to processing of geographic informa-
tion obtained from one or more locate instruments so as to
generate an automated or semi-automated electronic mani-
fest, in one embodiment the processing unit 320 (and/or the
processing unit 420), together with geo-spatial reference
frame conversion as may be necessary, examines the
uploaded geographic information to determine the geo-
graphic extents of the locate mark indicators, detection indi-
cators, and/or environmental landmarks to be visually ren-
dered on a display device. In particular, the processing unit
may review the respective latitude and longitude coordinates
of'the available geo-location data to determine the maximum
extents of the locate operation to be visually rendered. The
maximum extents of the marking operation may be deter-
mined in any of a variety of manners according to different
exemplary implementations. Alternatively, for essentially
real-time display of geographic information as acquired by
one or more locate instruments, a default extents area may be
selected in advance based on any of a variety of criteria.

[0300] In another aspect, the extents area of the locate
operation to be visually rendered is then mapped to an avail-
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able display field of a display device, using any appropriate
scaling factor as necessary, to ensure that all of the geo-
location data acquired from one or more locate instruments
fits within the display field. For example, in one exemplary
implementation, a transformation may be derived using infor-
mation relating to the available display field (e.g., a reference
coordinate system using an appropriate scale for a given
display field of a display device) to map data points within the
extents area to the available display field. In another aspect of
this example, a buffer area around the extents area may be
added to provide one or more suitable margins for the dis-
played visual representation, and/or to accommodate differ-
ent shapes of extents areas to the available display field of the
display device, and an appropriate transformation may be
derived based on this optional additional buffer area.

[0301] Once a transformation is derived to map the locate
operation extents area to the available display field of a dis-
play device, one or more locate mark indicators, display
indicators and/or landmark indicators (e.g., icons, symbols,
marks, shapes, etc.) is/are rendered in the display field (e.g.,
overlaid on the input image) based on applying the transfor-
mation to the geo-location data uploaded from the locate
instrument(s).

[0302] Inblock 645, as an optional step, information about
offsets of the underground facility locate marks from envi-
ronmental landmarks may be added to the input image. As
with the input of the facility locations in block 640, the
location of the environmental landmarks may be input by the
user using an input device, such as input device 340 (FIG. 3)
of user device 210, or automatically input from a GPS-en-
abled device. The offset information may be automatically
calculated or input by the user. Offset information may also be
obtained by identifying selected environmental landmarks on
the retrieved image and automatically calculating the distance
from the selected environmental landmarks to the under-
ground facility locate marks overlaid on the image.

[0303] Inblock 650, as an optional step, information about
the location of the underground facility locate marks (e.g., the
locate mark indicators added to the input image) and/or detec-
tion indicators, if manually added to the manifest via the user
device 210, may be converted to GPS coordinates. In block
660, the marked-up input image and other information (e.g.,
non-image information) about the location operation may be
stored in memory as a searchable electronic record or “elec-
tronic manifest,” which may be formatted as a single com-
bined image (e.g., image data and non-image metadata) or as
separate image data and non-image data that are linked. In
exemplary implementations, the electronic manifest may be
stored as, for example, a digital image or an interactive elec-
tronic map. Additionally or alternatively, in block 670, the
geographical coordinates of the underground facility locate
marks and/or detected facilities may be stored in memory,
such as memory 330 (FIG. 3), as one or more separate data
sets. The data set(s) may be compiled as, for example, a
database of GPS coordinates. In block 680, the combined
image and/or separate data set(s) may optionally be transmit-
ted to a central location, such as central server 220 (FIG. 2).
[0304] Thus, the marked-up image(s) and the non-image
information may be formatted in a variety of manners in the
searchable electronic record; for example, in one implemen-
tation the non-image information may be included as meta-
data associated with the marked-up image(s), while in other
implementations the marked-up image(s) and the non-image
information may be formatted as separate data sets. These



US 2011/0279229 Al

separate data sets may be transmitted and/or stored sepa-
rately. In another aspect, whether transmitted/stored sepa-
rately or together, the marked-up image(s) and the non-image
information may be linked together in some manner as relat-
ing to a common electronic record.

[0305] Insome locate operations, no underground facilities
are determined to be present in a designated dig area. Such
locate operations are sometimes referred to as “clears.” In
some implementations of the inventive concepts discussed
herein, an input image may nonetheless be employed to pro-
vide an electronic record of a “clear;” more specifically,
although no locate mark indicators may be added to an input
image (i.e., the step 640 may not be necessary because there
are no physical locate marks to digitally represent), other
non-image information associated with the “clear” locate
operation (e.g., a timestamp of when the locate operation was
performed, an identifier for a technician or locate company
performing the locate operation, a text address or other geo-
graphical identifier for the dig area, a location stamp, etc.)
may be associated with the input image (e.g., as a separate
data set linked to the input image, as metadata, a combined
file of image and non-image data, etc.) to create a searchable
electronic record that may be consulted to verify that the
locate operation was indeed completed, even though no
underground facilities were found.

[0306] FIG. 7 is a diagram of an exemplary data set that
may be stored in memory 330 and/or transmitted to server
220. As shown in FIG. 7, a data set 700 may include a
timestamp field 710, an underground facility identifier field
720, an underground facility location field 730, an environ-
mental landmark identifier field 740, an environmental land-
mark location field 750, an other information field 760, a
facility owner/operator field 765, a marking method field 770,
a property address field 780, a ticket number field 790, a
location stamp field 715, and a certification field 725. In
another implementation, the data set 700 may include addi-
tional, fewer, or different fields.

[0307] Timestamp field 710 may include time data that
identifies the day and/or time that a locate operation was
performed. This may coincide with a time at which an envi-
ronmental landmark location was identified in connection
with the dig area. The time data in timestamp field 710 is
shown in FIG. 7 as 9:43 a.m. on Oct. 20, 2005—although any
type of date and/or time code may be used. The information in
timestamp field 710 may be useful in establishing when a
locate operation occurred.

[0308] The underground facility identifier field 720 may
include an identifier that uniquely identifies the type of under-
ground facility that was marked. The identifier in under-
ground facility identifier field 720 is shown in FIG. 7 as
“power’—although any type of identifier may be used.
Underground facility location field 730 may include geo-
graphic location information corresponding to an under-
ground facility locate mark. In one implementation, the geo-
graphic location information may include a set of geographic
points along the marking path of the located underground
facility. The geographic location information in underground
facility location field 730 is shown in FIG. 7 as N38°51.
40748, W(O77°20.27798; . . . ; N38°51.40784, WO77°20.
27865—although any type of geographic location informa-
tion may be used. The information in underground facility
location field 730 may be useful in graphically presenting the
underground facility locate marks on a map, and/or to verify
that the locate operation was actually and accurately per-
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formed. Additionally, or alternatively, underground facility
location field 730 may include geographic location informa-
tion for multiple underground facility locate marks.

[0309] Environmental landmark identifier field 740 may
include an identifier that uniquely identifies the type of envi-
ronmental landmark being marked. The identifier in environ-
mental landmark identifier field 740 is shown in FIG. 7 as
“curb”—although any type of identifier may be used.

[0310] Environmental landmark location field 750 may
include geographic location information corresponding to the
environmental landmark identified in environmental land-
mark identifier field 740. The geographic location informa-
tion in environmental landmark location field 750 is shown in
FIG. 7 as N38°51.40756, WO77°20.27805; . . . ; N38°51.
40773, W0O77°20.27858—although any type of geographic
location information may be used.

[0311] Other information field 760 may store other data
that may be useful, including user notes, such as offset or
distance information that identifies a distance between one or
more environmental landmarks and one or more underground
facility locate marks. Other information field 760 is shown in
FIG. 7 as including “1.2 meters between curb and power
line”—although any other data may be used. Additionally
and/or alternatively, other information field 760 may include
audio/voice data, transcribed voice-recognition data, or the
like to incorporate user notes.

[0312] The underground facility owner field 765 may
include the name of the owner/operator of the underground
facility that has been marked during the locate operation. For
example, in FIG. 7, the underground facility owner field 765
is shown as “ABC Corp.” Because multiple underground
facilities may be marked during a single locate operation, it
may be beneficial to associate each marked underground
facility with a particular owner/operator. Alternatively, this
field may include one or more identifiers for the locate com-
pany performing the locate operation, or an additional field
may be added to the data set 700 for this purpose.

[0313] Marking method field 770 may indicate the type of
marking used at the dig area to indicate the location of an
underground facility. For example, in FIG. 7, marking
method field 770 is shown indicating red paint. Property
address field 780 may be the property address associated with
the marking recorded in the data set 700. The property address
field 780 may include, for example, the street address and zip
code of the property. Other information in field 780 may
include city, state, and/or county identifiers. The ticket num-
ber field 790 may include the ticket number associated with
the locate operation, such as ticket “1234567” shown in F1G.
7

[0314] Location stamp field 715 may include a location
stamp indicating a location where the locate operation was
performed (e.g., the dig area). The location stamp may
optionally be generated at the same time as timestamp 710,
and the information underlying these stamps may be from a
same source or otherwise correlated, such that the location
stamp reflects the location of the locate technician, user
device, or associated locate and/or marking device when the
timestamp 710 is generated. The location stamp may com-
prise, for example, location coordinates (as shown in FIG. 7),
a city name or designation, a state name or designation, a
county name or designation, and/or an address. Generally, the
location stamp identifies the presence and location of a locate
technician in connection with the locate operation.



US 2011/0279229 Al

[0315] According to one exemplary implementation, loca-
tion stamp data is generated by the user device (e.g., by
location identification unit 360) in response to an action asso-
ciated with a locate operation (e.g., a marking being made on
the electronic manifest, creation of a new electronic manifest,
completion or certification of an electronic manifest).
According to another exemplary implementation, location
stamp data is generated by a GPS-enabled device associated
with a locate technician dispatched to perform a locate opera-
tion (e.g., a GPS-enabled device in the vehicle and/or on the
person ofthe locate technician), a GPS-enabled locate and/or
marking device operated by the technician during the locate
operation, or another locate and/or marking device capable of
determining its own location. The location stamp data may
then be transmitted from the GPS-enabled device or locate
and/or marking device to the user device alone or in associa-
tion with other data (e.g. marking data or locate data). The
transmission may occur, for example, in response to a request
by the user device, a request by the user, or some triggering
action. The location stamp data may be recorded to the data
set automatically (e.g., without user intervention) or in
response to user input.

[0316] It should be appreciated that both the timestamp
field 710 and location stamp field 715 may optionally include
a plurality of timestamps and location stamps. For example,
each of a plurality of actions (e.g., markings on the electronic
manifest, actuations of the locate and/or marking device) may
be associated with a particular time stamp and/or location
stamp recorded in fields 710 and 715 so that the time and
location of various actions associated with the locate opera-
tion can subsequently be determined. The actions may cause
the time stamp and/or location stamp to automatically be
logged. Further, the timestamp field 710 and/or location
stamp field 715 may optionally be “read only” fields. Prohib-
iting changes to these fields (e.g., by the locate technician)
may preserve the integrity of the data therein so that it can be
reliably used for verification of the locate operation.

[0317] Certification field 725 may comprise a certification
of'the data in data set 700, e.g., by the locate technician and/or
another reviewer, such as a supervisor or other authorized
representative of the locate company. Such a certification may
comprise a signature, initials, an electronic stamp, or some
other indication that the information in the data set 700 is
“certified” (e.g., has been reviewed and/or is correct/ap-
proved).

[0318] In one implementation, the user device 210 may
store multiple data sets corresponding to multiple under-
ground facilities identified at a particular dig area. User
device 210 may provide the data sets to server 220 in a
batch—such as a batch corresponding to the group of under-
ground {facilities documented within the electronic mani-
fest—or individually. The batch may be grouped together
with other information generally relating to the locate opera-
tion, such as the name of the company responsible for per-
forming the locate operation, the name of the locate techni-
cian, and the like. Additionally, or alternatively, the other
information generally relating to the locate operation may be
included in each data set.

[0319] FIG. 8 an exemplary diagram of a user interface 800
that may be presented via the user device 210. The user
interface may be presented on a screen 800 that may be the
screen of the user device 210, as described herein with respect
to FIG. 2. The screen 800 may display a variety of graphical
elements, including but not limited to: a map control 810, an
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address search panel 820, a locator palette 830, a navigation
palette 840, a status bar 850, a menu bar 860, a service grid
870, a scale bar 880, and the input image of the geographic
area including the dig area. As discussed above, the displayed
input image may include one or more dig area indicators or
virtual white lines 890 to identify the dig area in the displayed
image.

[0320] Map control 810 generally may be the surface, or
canvas, where images—such as an exemplary image 802—
are displayed. The user may draw or input shapes “on top of”
this surface using for example, the input device 340 of FIG. 3
to identify underground facility locate mark locations. FIG. 8
shows a stylus 804 as an exemplary form of input device 340.

[0321] The address search panel 820 may be used to iden-
tify images corresponding to a desired address. Panel 820
may, for example, accept a partial or complete address and
allow the user to search for matches. If an excessive number
of addresses match the search, then the size of the result set
may be constrained. Address search results may be displayed
which match the address search. The listed matches may
serve as a springboard for displaying the image desired by the
user. For example, when the user taps with a stylus 804 on an
address match, the user device 210 may load the image cor-
responding to the selected address. As described above, this
image may be stored locally on user device 210 or retrieved
from central server 220.

[0322] Palettes may be generally defined as a toolbar or
toolbars containing soft buttons or other controls that are
grouped in some logical order. The buttons on a palette may
duplicate the commands available on the menu bar 860. The
locator palette 830 may allow the user to select the type of
underground facility locate marks (e.g., electric, gas, water,
sewer, telecommunications, etc.) the user will draw on the
image 802. The locator palette 830 may also include a choice
of various shapes or shades, such as freestyle, line, circle,
rectangle, or other polygon that the user may select to draw on
the image 802. In one implementation, the locator palette 830
may present a list of potential environmental landmark iden-
tifiers. In this case, the user may select an environmental
landmark identifier from the list to overlay at the appropriate
place on the input image 802.

[0323] The locator palette 830 may also include an offset
tool that allows the user to mark the distance between, for
example, an environmental landmark identifier and a drawn
underground facility locate mark. Once the user has chosen
the type of shape they wish to draw (freestyle, line, polygon,
shading etc.) the application may track the user’s movements
to define the layout and location of the shape. The shape may
be completed when the user terminates the drawing (for
example, by lifting the stylus 804 or releasing the mouse
button). A text label or other indicator may be added to the
shape automatically based on the type of underground facility
locate mark or environmental landmark selected (e.g., “elec-
tric” or “curb”) or may be manually added.

[0324] The navigation palette 840 may allow the user to
zoom or pan the image 802. For example, the navigation
palette 840 may include selections to zoom in, zoom out, or
zoom to a selected section of the image. The navigation
palette 840 may also include pan command buttons to pan
left, pan right, pan up or pan down. Other selections that may
be available on the navigation palette include buttons to alter
the transparency of either the image 802 or the underground
facility locate marks.
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[0325] The status bar 850 may display information about
the map control, such as the coordinates of the subject area,
the coordinates of a cursor or stylus in relation to the image
802, and the image scale. The menu bar 860 may include an
operating system element that allows a user to access com-
mands, such as exiting the application, selecting what palettes
or panels to display, or accessing online help.

[0326] The service grid 870 is shown as an exemplary
“floating” window to show how the user interface for the
screen 800 may operate in a typical operating system envi-
ronment. The service grid 870 or any of the other graphical
elements described in relation to screen 800 may be in a fixed
or floating orientation. As underground facility locate marks
are drawn on the map control 810, they may appear in a list in
the service grid 870. Thus, the user may edit the properties of
an underground facility shape using the service grid 870, as
well as by selecting the shape in the map control 810. The
service grid may include properties, such as the type, length,
circumference, and material of the marked underground facil-
ity.

[0327] FIG. 9 shows an exemplary searchable electronic
record or electronic manifest 900 that may be generated
according to methods and apparatus described herein. The
electronic manifest comprises image data or information
including a marked-up image 905. In the example of FIG. 9,
the marked-up image 905 includes digital representations 910
(locate mark indicators) of physical locate marks, offset indi-
cia 915, and virtual white lines 920 (dig area indicators). In
addition, the electronic manifest 900 comprises non-image
information relating to the locate operation, derived from one
or more of the fields of the exemplary data set 700 illustrated
in FIG. 7. In the example of FIG. 9, the displayed elements of
such a data set constituting non-image information include
(but are not limited to) a ticket number 925 for the locate
operation (from the ticket number field 790), an identifier 930
of the locate technician (e.g., from the field 765 or another
similar field, which may indicate facility owner/operator, or
locate company/technician), a time and date stamp 935 indi-
cating when the electronic manifest was created (from the
timestamp filed 710), a location stamp 940 indicating where
the electronic manifest was created (from the location stamp
field 715), a completed checklist 945 of markings used in the
locate operation (from the marking method field 770), and a
locate technician signature 950 certifying that the informa-
tion of the electronic manifest is correct (from the certifica-
tion field 725). The marked-up image and additional infor-
mation relating to the locate operation may be stored as a
single file (e.g., a combined image or image and text file), in
associated files, or separately. It should be appreciated that the
electronic manifest 900 shown FIG. 9 is merely exemplary,
and that an electronic manifest as described herein may alter-
natively include other combinations of the information
described herein and may be formatted in different manners.

[0328] An clectronic manifest of underground facility
locate marks may serve several purposes. For example, the
electronic manifest may provide significant improvements in
accuracy and save time for the locate technician. Manual
sketching is time consuming and imprecise. For example,
with manual sketching, the general geographic features of the
dig area location, i.e. roads, sidewalks, landscaping, build-
ings, and other landmarks, must be reproduced by the locate
technician. Creation of an electronic manifest that includes
drafting on retrieved input images may improve accuracy and
eliminate drafting of these general geographic features.
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[0329] Additionally, or alternatively, an electronic manifest
ofunderground facility locate marks may provide a variety of
data formats from a single user event. For example, electronic
drafting creates data about the electronic manifest which can
be reviewed without viewing the image. The type of marked
underground facilities can be determined based upon the
existence of different colors, different line types (e.g., solid,
dotted or dashed), or other coding schema. Length of marks
for each underground facility can be approximated, and the
existence and length of offsets detected. If available, the
location of the marks can be cross-checked to the user’s
description or depiction of the area to be marked or excavated.
[0330] Additionally, or alternatively, an electronic manifest
of underground facility locate marks may provide for easier
dissemination and record-keeping. Electronic manifests can
be associated with individual tickets and recalled electroni-
cally, avoiding the uncertainties and errors associated with
manual filing systems. Furthermore, electronic manifests can
be interrogated to ensure that the information recorded on the
electronic manifest accurately comports with billing data or
other information regarding the locate operation(s) per-
formed.

[0331] Additionally, or alternatively, information from the
electronic manifest regarding the distance between environ-
mental landmarks and located underground facility locate
marks may be used to verify subsequent locate operations or
the accuracy of the electronic manifest. For example, if the
information identifies an underground facility as running par-
allel to the curb at a distance of three meters, that information
may be used to assess the accuracy or consistency of a sub-
sequent locate operation at the same dig area or, upon inspec-
tion, the accuracy of the electronic manifest.

[0332] Additionally, or alternatively, information from the
electronic manifest regarding the number and types of under-
ground facilities may be used to estimate the scope of a
subsequent locate operation to be performed at a dig area. For
example, a large number of underground facilities may be
indicative of an extensive (i.e., time-consuming) locate
operation.

[0333] Additionally, or alternatively, information from the
electronic manifest may be used by a quality control super-
visor and/or damage inspector to verify the accuracy of the
underground facility locate marks. For example, if the user
who performed a locate operation indicated that an under-
ground facility runs parallel to a driveway at a distance of two
meters, then the quality control supervisor or damage inspec-
tor may use this information to verify whether the marks
properly reflected the actual location of the underground
facilities present within the dig area. Also information from
the electronic manifest may be used to train a user and/or to
perform quality control relating to a user’s work. The elec-
tronic manifest can be modified, e.g., after retrieval from the
memory of a central server or the user device itself, to include
indication of that the manifest has been reviewed and/or
approved (e.g., by quality control supervisor). Such an indi-
cation may comprise, for example, the signature of the
reviewer.

[0334] Sinceitis possible for a locate technician to create a
manifest without ever visiting the dig area, it may be desirable
to verify that a locate operation was actually performed in the
dig area, as discussed herein. According to one exemplary
implementation, this may be accomplished by verifying that
location information logged by a user device comports with a
location where the locate operation was to be performed (e.g.,
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the dig area) and/or that time information logged by a user
device comports with a time frame for performing the locate
operation (e.g., within 48 hours of the ticket being issued).
The time and/or location information may be generated by the
user device and automatically logged to the electronic mani-
fest. Alternatively, the time and/or location information may
be generated by the locate and/or marking device, transmitted
to the user device, and automatically logged to the electronic
manifest. The time information may comprise, for example, a
time stamp generated by a clock internal to the user device or
the locate and/or marking device. Such a time stamp may
comprise a date and/or time indicative of when the locate
operation was performed. The location information may
comprise, for example, GPS coordinates or GPS-derived data
such as a city, state, county, and/or address indicative of
where the locate operation was performed. The time and/or
location information may be stored and/or transmitted as part
of'the marked-up image or associated data (e.g., data set 700).

[0335] Data or non-image information associated with per-
forming the locate operation and/or creating the electronic
manifest, such as time spent performing certain actions or
actuations of an input or marking device, can optionally be
tracked and stored by the user device. Exemplary data that
may be stored includes: a start time and/or date of the locate
operation; a start time and/or date of the electronic manifest
and/or associated sketch or drawing; an end time and/or date
of the locate operation; an end time and/or date of the elec-
tronic manifest and/or associated sketch or drawing; a total
time for marking each utility (e.g., electric, gas, cable, phone,
water, recreational water, and sewer); an activity count (e.g.,
actuations of a marking device) associated with marking each
utility; a total time or activity count for other actions (e.g.,
marking the property line, tie-down, sketching, drawing,
selecting, dragging, resizing, or performing an undo, clear or
zoom); time and data associated with menu clicks, line clicks,
and point clicks; image request information and information
identifying the requested image; data associated with draw-
ing lines (e.g., utility type, begin location, end location,
width, and characteristic (e.g., dashed or solid)); data associ-
ated with drawing points (e.g., utility type, location, width,
characteristic (e.g., symbol type)); data associated with text
boxes (e.g., location, characteristic (e.g., color), and text);
drawing data (e.g., start and end time, ticket number, user
name and/or identification, and IP address); and location data
(e.g., image centroid, ticket location, start location, and end
location).

[0336] The data described above that may be tracked and
stored by the user device can be used, for example, to deter-
mine the cost of a locate operation, verify the performance of
a locate operation, determine the location of physical locate
marks, assess the efficiency or skill of a locate technician,
and/or train the locate technician. Such assessments and
determinations may be performed automatically using soft-
ware associated with the user device or a computer that
receives data from the user device. The software may have an
interface that allows the parameters used in the assessment or
determination to be customized. For example, an interface
may be provided to allow a user to select which and how items
of data will be used to assess the efficiency or skill of a locate
technician. In this manner, a user may specify that atime lapse
between the start and end times of creation of a sketch or
drawing associated with an electronic manifest will be used to
assess the efficiency or skill of a locate technician.
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[0337] It should be appreciated that the user device
described herein is merely exemplary and that other imple-
mentations of user device are possible. For example, the user
device and/or certain components thereof may be integrated
within a locate and/or marking device. In this case, the user
device may share a display with that of the locate and/or
marking device and process and store data within the locate
and/or marking device.

[0338] Exemplary User Interface

[0339] One example of a user interface that may be pre-
sented via the user device 210 of FIG. 2 was described in
connection with FIG. 8. Aspects of another exemplary user
interface that may be presented via the user device 210 will be
described in connection with FIGS. 17-47. The user interface,
which comprises screen views rendered by a user interface
application 337 running on the user device 210, may be used
to facilitate creation of an electronic record of a locate opera-
tion as described herein. As noted above, in some embodi-
ments a user (e.g., a locate technician) may use the user
interface to electronically mark, on an input image or grid,
digital representations of physical locate marks created dur-
ing a locate operation and/or electronic detection indicators
representing geographic locations of where one or more utili-
ties were detected during the locate operation (“manual” elec-
tronic manifests). In other embodiments, geographic infor-
mation regarding detection and/or marking of underground
facilities may be uploaded to the user device 210 (e.g., from
locate instruments and/or locate request tickets) to facilitate
semi-automated or automated creation of an electronic mani-
fest.

[0340] Information relating to the digital representations
and/or the underlying input image or grid may be stored as
part of an electronic record by the user interface application.
Other information, such as a time and location at which the
digital representations were created and a signature of the
locate technician, may also be stored as part of the electronic
record.

[0341] FIG. 17 shows an initial screen 1700 of the exem-
plary user interface. The initial screen 1700 includes a save/
exit icon 1702 and a grid pad icon 1704. The save/exit icon
1702 may be selected to save an electronic record at any point
during its creation and/or to exit the user interface applica-
tion. Creation of the electronic record, which may involve
rendering digital representations of a locate and/or marking
operation on an underlying input image, will be described
below in connection with other screens of the exemplary user
interface. If the digital representations are created on an
underlying input image, the input image may also be saved.
As will be described in connection with other user interface
screens, an underlying image is not required for the creation
of digital representations. For example, the grid pad icon
1704 may be selected to generate a bare grid on which digital
representations of physical locate marks may be created.

[0342] Theinitial screen 1700 also comprises aroaming tab
1706, a sketching tab 1708, and a ticket details tab 1710.
Accessing the ticket details tab 1710 will display a window
including information from the current ticket. According to
one example, the information from the current ticket may
comprise raw ticket information provided to or from a “one
call center” or other utility notification center. Such ticket
information may comprise details relating to a locate opera-
tion to be performed, such as the address and/or geographic
coordinates of the dig area, a link to a map or other graphic of
the dig area, the type of work being performed by excavators
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atthedig area (e.g., gas leak repair), the scheduled excavation
date(s), and the extent of the dig area. These details may be
used by a locate technician creating a marked-up digital
image to, for example, identify an input image of the dig area
or determine appropriate markings to be made thereon.

[0343] The roaming tab 1706 is associated with a window
comprising fields that may be used to specify geographic
location information corresponding to an input image to be
acquired. The geographic location information may be manu-
ally input by a user, automatically derived from current ticket
information and/or automatically acquired from a GPS
device. For example, an address search area 1712 comprises
input fields 1714 (e.g., street, city, state and zip code) in which
a user may input address information and a match window
1716 in which the application may display matching
addresses. A location search area 1718 comprises input fields
1720 that may be populated with latitude and longitude coor-
dinates derived from the current ticket information, as pro-
vided under ticket details tab 1710. For example, the ticket
manager routine 570 described in connection with FIG. 5 may
parse the current ticket and pass an XML file including lati-
tude and longitude coordinates of the dig area to the user
interface application. The user interface application may
populate the location search area 1718 using the received
latitude and longitude coordinates. The location search area
1718 may also be modified by a user so that the user can
change the pre-populated coordinates. A GPS details area
1722 comprises fields 1724 that may be populated with lati-
tude and longitude coordinates acquired from a GPS device,
such as a GPS device integrated within, connected to, or
otherwise associated with a user input device. The GPS
device may be a device having access to a global navigation
satellite system (GNSS) receiver (e.g., a global positioning
system (GPS) receiver). If a computer on which the user
interface application is running has access to a GNSS
receiver, the latitude and longitude coordinates of the com-
puter may be automatically input into the fields 1724. The
application may be configured to automatically detect con-
nectivity to a GNSS server.

[0344] The screen 1800 of FIG. 18 shows the result of
selecting a matching address from match window 1716 based
on address information entered into input fields 1714. In
particular, the screen 1800 displays an image 1802 corre-
sponding to the selected address. The map tools 1804 pro-
vided adjacent the image allow the image 1802 to be manipu-
lated to create a desired input image. For example, the map
tools 1804 comprise zoom and pan tools to allow the scope
and center of an image to change. Once any desired manipu-
lations have been performed, the user may select the “get
image” icon, which causes the image to be displayed in a
window associated with the sketching tab 1708, as shown in
FIG. 19. The displayed image may be a high resolution image
including the area of the selected address. If a high resolution
image is not available, however, the user interface application
may automatically retrieve a lower resolution image (e.g., a
satellite image) or some other alternate default image.

[0345] FIG. 19 shows a screen 1900 wherein the sketching
tab 1708 is active and an acquired input image 1902 is dis-
played. Selection of the sketching tab 1708 causes icons
1904-1928, which relate to the creation of digital representa-
tions of physical locate marks and related information, to be
displayed. To create a digital representation of a first facility
type, the line type icon 1920 may be selected. The selection of
the line type icon 1920 causes a drop down menu 2000 to be
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displayed, as shown in FIG. 20. The drop down menu 2000
allows a user to select a type of line corresponding to the first
facility type. The drop down menu 2000 includes line types
corresponding to cable, gas, phone, water, reclaimed water,
electric, and sewer facility types. In addition, drop down
menu 2000 includes line types corresponding to non-facili-
ties. These line types include boundary lines and “white
lines”

[0346] Each line type may correspond to a particular physi-
cal representation of a line (e.g., line color, width, and style).
According to some exemplary implementations, the physical
representation of a line may convey not only line type (e.g.,
gas line, white line), but also marking material type (e.g.,
paint, flags). For example, line color (e.g., yellow or red) may
correspond to line type, while line style (e.g., dotted or
dashed) may correspond to a marking material type. In other
implementations, a physical representation of a line may con-
vey other information concerning a dig area, such as the
presence of multiple underground facilities at the same or
approximately the same location (as is the case when multiple
underground facilities share a common trench). For example,
multiple differently-colored lines located in parallel in close
proximity to each other (essentially co-located lines sepa-
rated just enough so that respective different colors are dis-
cernible) may indicate that multiple underground facilities
were marked at the location of the co-located lines, and the
particular underground facilities marked at that location may
be indicated by the different line colors. For example, a joint
trench including electric and water facilities may be indicated
by parallel contiguous red and blue lines. As may be appre-
ciated from the foregoing, the physical representations of
lines may convey information concerning facilities, marking
material, and other aspects of a dig area, and the physical
representation of each line may be selected or modified
accordingly.

[0347] Inthe example of FIG. 20, gas has been selected as
a line type corresponding to the first facility type. With gas
selected as the line type using the line type icon 1920, the user
may select the paint icon 1910 to activate a line tool. A user
may render a straight line by selecting the line icon 1914 or a
freeform line by selecting the pencil icon 1916. The line tool
will render a line having the properties ascribed to the
selected line type. As shown on the screen 2100 of FIG. 21,
when the selected line type is “gas,” the rendered line 2102
may be yellow and automatically identified with the label
“gas.” The rendered line 2102 may be selected using the select
icon 1904, moved using the move icon 1906, and/or resized
using the resize icon 1908. The width of a line to be rendered
may be selected from a drop down menu activated by selec-
tion of the width icon 1912. To revert to an earlier version of
a digital representation, the undo icon 1926 may be selected.
To entirely clear the input image of digital representations,
the clear icon 1928 may be selected.

[0348] In exemplary embodiments of a user interface to
facilitate creation and manipulation of electronic manifests,
various information relevant to the electronic manifest may
be categorized based on a variety of criteria and displayed as
separate “layers” of a visual rendering of the electronic mani-
fest (e.g., display layers of the image-based portion of the
manifest), such that a viewer of the visual rendering may turn
on and turn oft displayed information based on a categoriza-
tion of the displayed information. Examples of information
categories that may be associated with corresponding display
layers include, but are not limited to, “marking information”
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(e.g., information relating to applied locate marks and/or
locate mark indicators representing same), “locate informa-
tion” (e.g., information relating to detected underground
facilities, and/or detection indicators representing same),
“landmark information” (e.g., information relating to one or
more landmarks in or near the dig area and/or appearing in
one or more images used in connection with an electronic
manifest, and various symbols representing same), “image
information” (e.g., information relating to one or more
images used in connection with an electronic manifest),
“labeling information” (e.g., information relating to labeling,
annotations, notes, text boxes, etc. used in connection with an
electronic manifest), “white line information” (e.g., informa-
tion relating to one or more dig area indicators used in con-
nection with an electronic manifest), and “revision informa-
tion” (e.g., information relating to modifications to one or
more elements constituting an electronic manifest).

[0349] In examples described below, information in differ-
ent categories may be independently enabled or disabled for
display as corresponding display layers. Respective layers
may be enabled or disabled for display in any of a variety of
manners; for example, in one implementation, a “layer direc-
tory” or “layer legend” pane may be included in the display
field (or as a separate window selectable from the display field
of the visual rendering), showing all available layers, and
allowing a viewer to select each available layer to be either
displayed or hidden (toggle on/off), thus facilitating com-
parative viewing of layers.

[0350] Furthermore, any of the above-mentioned exem-
plary categories for layers, as well as other categories not
specifically mentioned above, may have sub-categories for
sub-layers, such that each sub-layer may also be selectively
enabled or disabled for viewing by a viewer. For example,
under the general layer designation of “marking layer,” dif-
ferent facility types that may have been detected during a
marking operation (and indicated in the marking information
by color, for example) may be categorized under different
sub-layer designations (“marking layer—electric;” “marking
layer—gas;” “marking layer—water;” etc.); in this manner, a
viewer may be able to hide only the electric marking infor-
mation while viewing the gas marking information, or vice
versa, in addition to having the option to view or hide all
marking information. Sub-layer designations similarly may
be employed for the landmark information (e.g., “landmark
layer—water/sewer;” “landmark layer—CATV;” “landmark
layer—buildings™), and any other category of information.

[0351] Virtually any characteristic of the information avail-
able for display may serve to categorize the information for
purposes of display layers or sub-layers. It should further be
appreciated that, according to various embodiments, the
attributes and/or type of visual information displayed as a
result of selecting one or more layers or sub-layers is not
limited. In particular, visual information corresponding to a
selected layer or sub-layer may be electronically rendered in
the form of one or more lines or shapes (of various colors,
shadings and/or line types), text, graphics (e.g., symbols or
icons), and/or images, for example. Likewise, the visual
information corresponding to a selected layer or sub-layer
may include multiple forms of visual information (one or
more of lines, shapes, text, graphics and/or images). From the
foregoing, it may be appreciated that a wide variety of infor-
mation may be categorized in a nested hierarchy oflayers, and
information included in the layers may be visually rendered,
when selected/enabled for display, in a variety of manners.
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[0352] FIG. 22 provides an illustrative example of the use
of display layers, according to some embodiments of the
present invention. In FIG. 22, electric line locate marks 2102
and gas line locate marks 2204 are digitally represented on the
input image 1902 shown on screen 2200. The legend tab 2206
includes a layers legend 2208 displaying the facility types
corresponding to the rendered lines. Each line segment is
associated with a check box that controls whether the corre-
sponding line segment is displayed. To hide a digital repre-
sentation of a single line segment, the check box associated
with that line segment may be unchecked. To hide all of the
line segments corresponding to a particular underground
facility, the check box associated with that underground facil-
ity may be unchecked. For example, to hide all of the electric
line locate marks 2202 so that only the digital representations
of gas line locate marks 2204 are shown, a user may simply
uncheck the check box 2210 in the layers legend 2208. The
resulting screen 2300 is shown in FIG. 23. Rechecking a
check box, such as check box 2210, will cause the associated
line(s) to again be displayed.

[0353] It should be appreciated that the layer feature
described above may be used to selectively hide or display
any of the digital representations described herein. For
example, the layer feature may be used in connection with
lines corresponding to underground facilities, lines corre-
sponding to other features such as white lines or boundary
lines, notes (e.g., text boxes), labels (e.g., utility types or
dimensions), and/or symbols representing environmental
landmarks, non-movable objects or other reference features.
The layers legend described above may be used to control the
various layers. As described in connection with the under-
ground facility line segments, some layers may include sub-
layers that allow portions of a digital representation to be
hidden or displayed.

[0354] As yet another example, locate signal data, which
relates to the locate signals detected by a locating device (on
which locate marks generally are based), may be categorized
as one or more layers. According to one exemplary imple-
mentation, a “locate signal” layer may include sub-layers of
different facility types detected, in which respective facility
types are rendered on the display as electronic detection
marks and/or lines having different colors, line types and/or
shading (respectively referred to as “detection indicators™).
The depicted locate signals may be peak locate signals (e.g.,
locate signals exceeding some threshold). Alternatively,
locate signals may be depicted more generally, but peak
locate signals may be depicted in a different manner (e.g.,
using a different color or using a separate layer) so as to
distinguish them from weaker locate signals. Sub-sub-layers
of'a facility type sub-layer may include different signal char-
acteristics (e.g., frequency, amplitude, phase, gain), in which
different signal values are rendered on the display as text
(e.g., in proximity to the visual rendering of the detected
facility line of the corresponding type).

[0355] Locate signal data represented by one or more
detection indicators, and locate mark data represented by one
or more locate mark indicators, may be displayed together for
visual comparison. For example, an input image may have
one or more locate signal layers (or “detection” layers) and
one or more locate mark layers overlaid thereon, each of
which may be selectively enabled for display. Such a display
allows a user to check for potential discrepancies, such as
locate marks at a location where there were no locate signals
or, conversely, locate signals (e.g., peak locate signals) at a
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location where there were no locate marks. Various embodi-
ments and exemplary implementations of selective display of
one or more display layers including electronic locate marks,
as well as one or more display layers including electronic
detection marks, are discussed in detail in U.S. non-provi-
sional application Ser. No. 12/649,535, filed on Dec. 30,
2009, entitled “Methods and Apparatus for Displaying an
Electronic Rendering of a Locate and/or Marking Operation
using Display Layers,” published on May 13, 2010 as U.S.
publication no. 2010-0117654-A1, which application and
corresponding publication are hereby incorporated herein by
reference.

[0356] In addition to the layers described above relating to
locate information and marking information, according to
some embodiments “revision layers” may be employed to
provide for multiple electronic records relating to the same
dig site or locate operation. Multiple revision layers may form
part of a single electronic manifest, respective electronic
manifests may be generated per revision, or an electronic
manifest may include only particular/selected revisions. By
way of example, the layers legend 2208 of FIG. 23 indicates
that the layers shown in the figure correspond to a “current
revision.” Accordingly, it should be appreciated that like other
layers, a given revision layer may include a number of sub-
layers respectively corresponding to the various categories of
information making up that revision layer (e.g., the “current
revision” layer illustrated in FIG. 23 includes respective sub-
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layers for “labeling”, “electric,” and “gas.”)

[0357] With respect to revision layers, in some implemen-
tations “original” information constituting an electronic
manifest (e.g., one or more base images on which manifests
are created, locate mark indicators as originally drawn and/or
uploaded, detection indicators as originally drawn and/or
uploaded, etc.) may be modified in some respect (to provide
“modified” information) while at the same time maintaining
the integrity of the original information. The original infor-
mation may related to an original electronic manifest as pre-
pared by a technician at a work site/dig area, or may corre-
spond to a current revision layer that already includes some
modifications to an original electronic manifest, for which
additional modifications are desired. The original informa-
tion itself may be identified as a particular revision layer (e.g.,
“Original”) and may include multiple display layers as dis-
cussed above, and the modified information constituting a
new revision layer may be identified as such (e.g., “Contrac-
tor Revisions™) and also may include multiple display layers.

[0358] In one aspect relating to revision layers, there may
be a one-to-one correspondence between the display layers
constituting the original information and the display layers
constituting the modified information, wherein one or more
layers of the modified information include one or more revi-
sions to the original information in that/those layers. In
another aspect, one or more display layers constituting the
original information may be purposefully excluded from the
modified information, such that there are fewer display layers
constituting the modified information. In this example, of the
fewer display layers in the modified information, no remain-
ing layer may have revisions (i.e., the only modification may
be the exclusion of some original information), or one or
more remaining layers may have one or more revisions to the
original information. In yet another aspect, the modified
information may contain one or more additional display lay-
ers not found in the original information. Accordingly, it
should be appreciated that one or more revisions to the origi-

Nov. 17,2011

nal information to provide modified information for a new
revision layer may include some subset of the original infor-
mation (omissions of original information without further
modifications), edits/changes/alterations to at least some part
of'the original information, or additions to the original infor-
mation (with or without edits/changes/alterations to the origi-
nal information).

[0359] Insome implementations relating to revision layers,
it may be desirable to not only maintain/preserve original
information on which modification may be based, but to also
prevent modifications to, and/or viewing of, some or all of the
original information. Furthermore, the same may be true of
one or more revision layers based on modified information;
i.e., it may be desirable to maintain/preserve modified infor-
mation constituting a particular revision layer, and in some
cases prevent further modification to, and/or viewing of,
some or all of the modified information once ithas been saved
as a revision layer. Accordingly, in some embodiments, the
current revision (comprised of original information or modi-
fied information) or certain layers thereof may be locked
(e.g., write-protected) to prevent unauthorized modifications
(e.g., deletion of layers or changes to digital representations).
Similarly, one or more layers of a particular revision may be
designated as hidden or copy-protected, such that they cannot
be copied into a new revision layer.

[0360] Thus, a new revision layer may be created that may
be wholly or partially modifiable, and may include at the
outset all or only a portion of the information in a previous
revision. According to one exemplary implementation, the
new revision layer is created based on a prior revision such
that, atleast initially, the new revision layer includes all of the
layers of the prior revision layer. However, since it may be
desirable to prevent certain digital representations from being
viewed, at least by certain parties, certain layers or sub-layers
may be deleted or hidden from unauthorized viewing in the
new revision layer. Alternatively, the new revision layer may
be created at the outset with only a designated subset of the
layers of the prior revision layer. Further, changes may be
permitted in the new revision layer, such as the addition of
new layers and/or new digital representations, and/or modi-
fications to existing sub-layers of the new revision layer.

[0361] Revision layers may be used for various purposes.
For example, revision layers may be used so a third party
(e.g., aregulator or damage investigator) may create an anno-
tated version of an electronic manifest based on original
information (or in some case modified information). The third
party (or other user) may create a new revision layer based on
an “original” revision layer and include annotations in the
new revision layer to indicate, for example, where damage
occurred and where underground facilities are located vis a
vis where they are indicated as being located in the original
revision layer. Revision layers may also be used to create a
new version of an electronic manifest, based on either original
information or modified information, that includes a subset of
the content in the previous revision, without necessarily fur-
ther moditying any information in the new version. The pur-
poseful exclusion of some information from revision to revi-
sion (e.g., based on facility type, facility owner, landmark
type, content of one or more image layers, etc.) may be useful
in maintaining the proprietary nature/confidentiality of some
information; for example, information in a previous revision
regarding a first utility company’s infrastructure may be pur-
posefully excluded from a new revision of a manifest that may
be passed on to a different utility company. In this manner,



US 2011/0279229 Al

locations of certain underground facilities may be hid from
parties not associated with those underground facilities.
[0362] In yet another aspect relating to revision layers,
different users or classes of users may have different privi-
leges with respect to creation of revision layers. For example,
once a user/technician has created an original electronic
manifest, the user/technician themselves and/or other parties
may have access to the original electronic manifest to create
one or more revisions of same; however, all such parties may
not necessarily have the same functionality available to them
via the user device 210 to create such revisions. Stated dif-
ferently, the “status™ or identify of a given user or class of user
may be associated with a degree to which they may modify
information in an electronic manifest to create revisions (e.g.,
based on particular functionality that may or may not be
enabled on the user device 210).

[0363] For example, different classes of users, such as
“technician,” “supervisor,” “third party investigator,” “facil-
ity owner,” “regulator,” and the like may be established and

identified with corresponding editing privileges (e.g., via a
log-in procedure). Based on the designated editing privileges,
agiven user may have limited or unlimited capability to create
new revision layers. In one example, the technician who
creates an original electronic manifest may have substantially
limited or no privileges with respect to creating new revision
layers, whereas the technician’s supervisor may have unlim-
ited editing privileges (e.g., to write-protect certain layers,
copy-protect certain layers, modify certain layers, etc.). Simi-
larly, third party investigators may have limited editing privi-
leges to annotate and/or add symbols/markings to certain
layers without modifying original content, and facility own-
ers may have access to only certain layers pertaining to their
own facilities. Generally speaking, various functionality of
the user device 210 may be itself selectively enabled and
disabled based on the corresponding editing privileges iden-
tified with a certain user or class or user, to provide for a wide
variety of options in connection with the creation of revision
layers.

[0364] Symbols representing environmental landmarks,
non-movable objects or other reference features may be digi-
tally represented on the input image 1902 to provide points of
reference in the marked-up digital image. To add such a
symbol, a user may select the symbols icon 1924, which will
cause the drop down menu 2400 of FIG. 24 to appear. The
drop down menu 2400 includes such symbols as pole, light
pole, switch cabinet, pedestal, gas station, gas valve, trans-
former, manhole, handhole, duct run, fire hydrant, water
meter and damage location. If the user selects the fire hydrant
symbol 2402 from the menu, the symbol will appear on the
input image 1902, as shown on screen 2500 of FIG. 25. The
symbol 2402 may then be positioned by dragging the symbol,
using a pointer, to a desired location.

[0365] While symbols and lines are referred to herein as
different entities, it should be appreciated that lines or other
markings may be considered as a type of symbol. For
example, symbols may comprise both vector graphics-based
symbols (e.g., lines) and icon-based symbols (e.g., bitmap or
JPEG images). Thus, the lines described herein may have the
same or similar attributes and/or functions as the symbols
described herein.

[0366] Tie-downs may be used in connection with symbols
or other features digitally represented on the input image
1902, or in connection with features of the input image 1902
itself, to indicate distances between such features and digi-
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tally represented underground facilities. To add a tie-down, a
user may select the tie-down icon 1922, which will cause a
tie-down pointer to appear. The tie-down icon 1922 may
optionally be selectable only when a digital representation of
an underground facility has been created. The user may posi-
tion the tie-down cursor at a desired location along a digital
representation of an underground facility, and actuate a
mouse or other user input device at that location to indicate a
start point of the tie-down. This actuation will cause a tie-
down line having a fixed start point and a moveable end point
to appear over the input image 1902. The user may then
position the tie-down pointer at a desired end-point location,
which is generally a reference location spaced from the start
point. The user may actuate a mouse or other user input device
at the location to indicate an end point of the tie-down, which
will cause the pop-up window 2600 of FIG. 26 to appear. The
pop-up window 2600 includes a reference location menu
2602 that allows the user to select the type of the reference
location (e.g., “fire hydrant™ and “fence”), and a length field
2604 that allows the user to select or specify a length of the
tie-down. The length field 2604 may be linked to sliding
length indicator 2606 such that sliding an arrow 2608 on the
length indicator causes the length specified in the length field
2604 to correspondingly increase or decrease.

[0367] It should be appreciated that the user need not
specify the length of the tie-down, as it may be automatically
calculated using the user specified start point and end point of
the tie down. For example, the distance between the start point
and end point may be calculated using the latitude and lon-
gitude coordinates associated with each point, which may be
derived from the geo-location data associated with the input
image 1902 underlying the tie-down. Known algorithms exist
for calculating a distance between latitude and longitude
coordinates. For example, the haversine formula may be used
to calculate the great-circle distance between two sets of
latitude and longitude coordinates.

[0368] The underground facility type field 2610 may
default to the type of underground facility associated with the
start point of the tie-down, or the type may be selected by the
user. The title field 2612 may be automatically populated with
a default title based on the specified tie-down length and type
ofreference location, or a user-selected title may be provided.
Once the desired parameters and title of the tie-down have
been established, the user may approve or cancel the selec-
tions using approve/cancel icons 2614.

[0369] Examples of tie-down lines that may be created
using the above-described process are shown on screen 2700
of FIG. 27. A first tie-down line 2702 has a start point along
gas line locate marks 2204 and an end point at fire hydrant
symbol 2402. The tie-down line 2702 is labeled with a title,
established using pop-up window 2600, that indicates the
distance between the gas line and the fire hydrant. For
example, the title may read “G 11' 2" of FH” which indicates
that the gas line is offset 11 feet and 2 inches from the fire
hydrant. A second tie-down line 2704 has a start point along
gas line locate marks 2204 and an end point at an edge of a
driveway. The tie-down line 2704 is labeled with a title,
established using pop-up window 2600, that indicates the
distance between the gas line and the driveway. For example,
the title may read “G 35' 4" of DW” which indicates that the
gas line is offset 35 feet and 4 inches from the driveway.
[0370] The application may be configured to require a
minimum number of tie-downs (e.g., at least two) per under-
ground facility. If a user attempts to save or close the marked-
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up image without creating the required minimum number of
tie-downs, an alert such as that shown in the pop-up window
2800 of FIG. 28 may appear. Pop-up window 2800 includes
message 2802 informing the user that at least one under-
ground facility is missing at least one tie-down. The window
2800 also includes a message 2804 specifying which under-
ground facilities are missing at least one tie-down, and how
many are missing for each. Finally, the window 2800 includes
an options menu 2806 allowing a user to select how to pro-
ceed. In the example of FIG. 28, the options menu 2806
allows a user to select between returning to the prior screen to
create the additional tie-downs or exiting the application
without saving the marked-up image.

[0371] Although the tie-down feature is described above as
being used in connection with representations of under-
ground facilities, it should be appreciated that tie-downs may
also be used in connection with other lines or features. For
example, tie-downs may be used to indicate distances
between environmental features and white lines or boundary
lines.

[0372] A textbox may be added overlaying the input image
1902 by selecting text icon 1918 and selecting a location for
the text box. This causes the text pop-up window 2900 of F1G.
29 to appear. The pop-up window 2900 includes text fields
2902a-c, which allow a user to specity the font, color and size
of the text, and text box fields 2904a-b, which allow a user to
specify the background and border color of the text box. A
reason for the text box may be provided by selecting an
appropriate option from drop down menu 2906. Possible
reasons may include, e.g., providing an address, a note to
supervisor, a note about the site, a note about the facilities, or
anote about the plats. The reason may be logged as part of the
electronic record including the marked-up digital image.
Finally, the pop-up window 2900 includes a text field 2908
where the content of the text box may be typed. Once the
desired parameters and content of the text box have been
established, the user may approve or cancel the selections
using approve/cancel icons 2910, which causes a text box
3002 to be rendered on input image 1902, as shown on screen
3000 of FIG. 30.

[0373] An underlying image is not required to create the
digital representations (e.g., underground facilities, environ-
mental landmarks, tie-downs, and text boxes) described
herein. For example, as discussed in connection with FIG. 17,
the grid pad icon 1704 shown in initial screen 1700 may be
selected to generate a bare grid on which digital representa-
tions of physical locate marks may be created. When the grid
padicon 1704 of F1IG. 17 is selected, the pop-up window 3100
of FIG. 31 appears. The window 3100 includes an instruction
directing the user to select a reason for using the grid pad from
a pull-down menu 3102. Exemplary reasons that may be
selected in the pull-down menu 3102 include that the acquired
image was incorrect for the location, too small, outdated,
inverted, reversed, cut-off, of poor resolution, or included
excessive tree cover. Another exemplary reason that may be
selected in the pull-down menu 3102 is that an image could
not be acquired, e.g., due to poor cellular coverage. If none of
the reasons provided in pull-down menu 3102 are appropri-
ate, the user may select “other,” which will cause the user to
be prompted to specity a reason in a pop-up text box. Speci-
fying a reason for using the grid pad may optionally be
required for the user to access the grid pad feature. Input fields
3104 for specifying latitude and longitude coordinates for the
grid may also be specified. The latitude and longitude speci-
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fied may used to establish a reference point on the grid, for
example by assigning the latitude and longitude to a center
point on the grid.

[0374] In some cases, an input image cannot be used
because the user device on which the user interface applica-
tion runs may have no connection to an image server, e.g., via
the Internet, from which input images may be accessed. The
user interface application may optionally be configured to
automatically detect this lack of connectivity and automati-
cally access the grid pad feature and/or prompt the user to
confirm that the grid pad feature should be used.

[0375] FIG. 32 shows a screen 3200 including a bare grid
3202, wherein the user interface application is in a sketching
mode. As when an underlying input image is used, digital
representations of underground facilities, environmental
landmarks, tie-downs, text boxes, etc. may be created over-
lying the grid. Further, as when an underlying image is used,
a scale 3204 and geographic coordinates 3206 may be dis-
played. The scale 3204 corresponds to a scale of the grid, and
the geographic coordinates 3206 correspond to a geographic
location of a point on the grid (e.g., the centroid).

[0376] As discussed in connection with FIG. 19, one of the
line types that may be selected when the application is in
sketching mode is “white line.” White lines may be created on
either a displayed input image or on a bare grid by selecting
the line type icon 1920 and “white line” from the drop down
menu, and then rendering the white lines using the line or
pencil tools associated with icons 1914 and 1916. FIG. 33
shows a screen 3300, wherein the input image 1902 includes
white lines 3302 thereon. White lines formed using paint or
other materials are conventionally used at dig sites to desig-
nate a dig area. A user may create white line representations
as part of the electronic record to recreate physical white lines
that are present at the dig site. As with other types of lines,
tie-downs associated with the white line representations may
be created and/or required.

[0377] The marked-up images and/or grids described
herein may be saved as part of an electronic record. As
described in connection with FIG. 17, the save/exiticon 1702
may be used to initiate a save operation. The marked-up
images and/or grids may be saved in a number of formats. For
example, the digital representations of the marked-up images
and/or grids may be saved separately from the images or grids
themselves (e.g., in an associated data file), or as metadata
thereof.

[0378] It may be necessary to determine the extents of an
image and/or grid to be saved. According to one exemplary
method for determining the extents of an image, the centroid
of'the digital representations formed on the image and/or grid
are first determined. Next, the extents of the digital represen-
tations are determined using the centroid as a reference point.
For example, the extents of the digital representations may
comprise a pair of coordinates (e.g., —x,—y and +x,+y) that
define the smallest rectangle fully encompassing the digital
representations. This rectangle may be referred to as the
“mark-up rectangle.” Thereafter, the area of the mark-up rect-
angle may be compared to a predetermined minimum area,
referred to as the “minimum image rectangle.” If the area of
the mark-up rectangle is smaller than the area of the minimum
image rectangle, then the image or grid may be saved using
the extents of the minimum image rectangle. Alternatively, if
the area of the mark-up rectangle is greater than the area of the
minimum image rectangle, then the image or grid may be
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saved using the extents of a “buffered mark-up rectangle” that
comprises the mark-up rectangle with a buffer region there-
around.

[0379] In some cases, a locate technician will not identify
any underground facilities during a locate operation. This is
generally referred to as a “clear.” In this case, although there
are no underground facilities to be identified on an input
image or grid, the application may be configured to require at
least one digital representation on the input image or grid
(e.g., atext box including the designation “clear”) to permit a
save operation. Alternatively, the application may be config-
ured to require some other indication that the dig area was
cleared (e.g., a menu selection) to permit a save operation in
cases where no underground facilities are identified on the
input image or grid.

[0380] FIG. 34 shows an exemplary pop-up window 3400
that appears when the save/exit icon 1702 described above is
used to initiate a save operation. The window 3400 includes a
ticket details area 3402 that may identify the ticket number,
locate technician number, and date and time that the elec-
tronic record was saved. The window 3400 also includes a
location information area 3404 that may identify the latitude
and longitude coordinates where the locate operation was
performed and/or where the electronic record was saved. In
addition to being displayed for a user, the information in
ticket details area 3402 and location information area 3404
may be saved as part of the electronic record. The user may
specify the types of marking materials used in markings area
3406. If the locate technician did not identify any under-
ground facilities, the “clear/aerial” checkbox may be marked.
Signature area 3408 is provided so that the user may sign
(e.g., using a mouse or other user interface device) to certity
that the information provided in the electronic record is cor-
rect.

[0381] As further described in connection with FIG. 17, the
application may be configured to automatically receive cur-
rent GPS coordinates from a GNSS receiver. The received
GPS coordinates may be used to verify that the electronic
record of the locate operation is created at or near the work
site.

[0382] According to one exemplary GPS verification algo-
rithm for performing the verification above, when the loca-
tion technician creates, saves or modifies the electronic
record, first data representing the current geographic location
(e.g., latitude and longitude coordinates received from the
GNSS receiver) is input to the GPS verification algorithm.
Second data representing a location of the work site is also
input to the GPS verification algorithm. The second data may
comprise (1) the centroid of the input image or grid on which
digital representations are formed (e.g., latitude and longi-
tude coordinates corresponding to the centroid) and/or (2) a
location of the work site as indicated in the ticket information
(e.g., latitude and longitude coordinates identifying the loca-
tion of the work site in the ticket information). The first data
representing a current geographic location and the second
data representing a location of the work site may be recorded
as part of the electronic record. Using the above-identified
first and second data respectively representing first and sec-
ond geographic locations, the GPS verification algorithm
may automatically verify that the electronic record of the
locate operation is created at or near the work site.

[0383] FIG. 35 shows an illustrative process 3500 that the
GPS verification algorithm may perform. This process is
similar to a process described in U.S. publication no. 2009-
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0327024-A1, incorporated herein by reference, which uses
first, second, and third data representing three respective geo-
graphic locations to automatically assess the quality of a
locate operation based on the proximity of the three locations.
The process begins at act 3502, where the GPS verification
algorithm receives the first and second data. The process next
continues to act 3504, where the GPS verification algorithm
compares the first data indicative of the geographic location at
which the locate technician created, saved or modified the
electronic record of the locate operation to the second data
indicative of the location of the work site as derived from the
ticket and/or geo-encoded input image or grid and determines
whether these two geographic locations are within a threshold
distance of each other. If, at act 3504, the GPS verification
algorithm determines that these two geographic locations are
not within the threshold distance of each other, the process
continues to act 3506, where the GPS verification algorithm
identifies a warning condition. If, at act 3504, the quality
assessment application determines that these two geographic
locations are within the threshold distance of each other, the
process continues to act 3508, where the GPS verification
algorithm identifies an approved condition. After act 3506,
the process may continue to act 3510, where the application
presents a warning alerting the user to the discrepancy
between the first and second data. Such a warning may com-
prise a red bar with a warning message that appears at the
bottom of a screen of the user interface. Additionally or alter-
natively, an indication of the discrepancy between the first
and second data may be provided in the electronic record.
[0384] Another application forreceived GPS coordinates is
indicating a path of a locate operation as part of the electronic
record. For example, a locate technician may be provided
with a GPS device, and the computer may receive from the
GPS device coordinates indicating one or more locations of
the locate technician during the locate operation. The user
interface application may be configured to automatically rep-
resent the one or more locations of the locate technician on the
input image or grid associated with the electronic record. The
representations may, for example, comprise symbols or a
particular line color or style indicative of a locate technician
path. The representations of the locate technician path may be
used by a supervisor or other entity to verify the accuracy of
the electronic record.

[0385] Length-Based Analysis of Locate Marks

[0386] Other processes may be performed by the user inter-
face application to analyze various data contained in the elec-
tronic record so as to provide information based at least in part
on a length of one or more locate marks created during a
marking operation and represented in a drawing associated
with an electronic record. In exemplary implementations dis-
cussed below, such a length-based analysis of locate marks
may be employed in a determination of costs associated with
a locate and/or marking operation, and/or aspects of techni-
cian performance of the operation. For example, the data of
the electronic record may be used to automatically determine
a cost associated with the activities of a locate technician in a
dig area. In some implementations, this type of analysis facili-
tates automatic billing for a locate operation based on an
electronic record.

[0387] FIG. 36 shows an illustrative process 3600 for deter-
mining a cost associated with physical marks created by a
locate technician in a dig area. The process begins at act 3602
with the user interface application determining the approxi-
mate length of the physical mark(s) represented in a drawing
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associated with an electronic record. According to one
example, the user interface application may determine an
approximate length of the physical locate marks by calculat-
ing a distance between the endpoints of each straight or sub-
stantially straight line segment (e.g., segments between ver-
tices) of the representations of the physical locate marks and
then summing the calculated distances for all of the segments.
The distance between the endpoints of each line segment may
be calculated using the latitude and longitude coordinates
associated with each endpoint, which may be derived from
the geo-location data associated with an input image and thus
with the representations overlaid thereon. A known algo-
rithm, such as the haversine formula discussed herein, may be
used to calculate the distance between latitude and longitude
coordinates.

[0388] Next, at act 3604, the user interface application
determines the cost associated with the physical locate marks
using the determined approximate length of the marks and a
price per unit length of the marks. The user interface appli-
cation may be preprogrammed with, or accept an input cor-
responding to, a price per unit length of the physical marks.
Such a price may correspond to a desired charge, per unit
length, for a locate technician to create physical locate marks
in connection with a locate operation. The cost may be com-
puted as a product of the approximate length of the physical
locate marks, as previously determined, and the price per unit
length of the physical marks.

[0389] In the example described in connection with FIG.
36, the computed cost is based on a length of physical locate
marks created by a locate technician in a dig area. However,
the process 3600 may be adapted to compute the cost based on
additional or alternative factors. For example, the process
may compute a cost associated with identifying the location
of environmental features (e.g., a fire hydrant or other land-
mark) based on the identification of such features in a
marked-up image and/or grid. As another example, the pro-
cess may compute a cost associated with the creation of one of
more tie-downs based on a number of such tie-downs in a
marked-up image or grid. Further, different prices may be
applied for different activities. For example, different prices
may be associated with the marking of different types of
facilities. It should also be appreciated that costs may be
calculated for aspects and activities associated with the locate
operation that do not involve marking. For example, the pro-
cess may determine a cost for the locate operation based, at
least in part, on the location of the dig area, as determined
from the electronic record.

[0390] FIG. 37 shows an illustrative process 3700, accord-
ing to another embodiment of the present invention, for
assessing the productivity and/or competence of a locate tech-
nician who performed a locate operation, based at least in part
on data relating to a drawing (e.g., a marked-up image or grid)
of'an electronic record. The process begins with acts 3602 and
3604, which were described above in connection with FIG.
36. In particular, the user interface application determines the
length of the representation of the physical mark(s) at act
3602, and determines an approximate actual length of the
physical locate marks using the determined length of the
representations of the physical locate marks and the scale of
the representation at act 3604.

[0391] Atact3702 of FIG. 37, the user interface application
determines a length of time associated with the creation of
physical mark(s). To do so, the user interface application may
automatically acquire data from a data-enabled locating and/
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or marking device that indicates how long a locate technician
spent performing a particular task or tasks. For example, the
user interface application may automatically acquire data
from the data-enabled locating and/or marking device that
indicates an elapsed time between when a locate operation
was initiated (e.g., when paint was first deposited by the
device, when the device was turned on or undocked, or when
the device first detected an underground facility) and when a
locate operation was completed (e.g., when paint was last
deposited by the device, when the device was turned off or
docked, or when data from the device was uploaded to a
computer).

[0392] Atact3704 in FIG. 37, the productivity and/or com-
petence of the locate technician is assessed using the deter-
mined approximate actual length of the physical mark(s) and
the determined length of time associated with the creation of
the physical mark(s). First, the user interface application may
divide the determined length of time associated with creation
of'the physical mark(s) by the determined approximate actual
length of the physical mark(s) to obtain an average length of
time spent by a locate technician per unit length marked.
Then, the user interface application may automatically assess
the productivity and/or competence of the locate technician
by comparing the average length of time spent by the locate
technician per unit length marked to an expected length or
time or some other relative data point. Additionally or alter-
natively, a supervisor or other individual may assess the pro-
ductivity and/or competence of the locate technician using
their own knowledge or experience and/or by manually com-
paring reference data.

[0393] Itshould be appreciated that the processes described
in connection with FIGS. 36 and 37 are merely exemplary and
that many variations are possible. For example, the processes
may be initiated by auser via the user interface application, or
may be initiated automatically in response to some event
(e.g., completion of the electronic record or a drawing asso-
ciated therewith). In the latter case, the processes may be
performed such that the user is unaware of their performance.
Further, the data used to determine or estimate the length of
the physical marks in the processes of FIGS. 36 and 37 may
also have different possible origins. For example, the data
may originate from a data-enabled locating and/or marking
device rather than from user input. In addition, the processes
of FIGS. 36 and 37 need not be performed in connection with
a single electronic record or locate operation. Rather, data
from a plurality of electronic records or a plurality of locate
operations could be assessed in a similar manner to determine
more general trends.

[0394] Image Processing

[0395] With respect to the exemplary digital images (e.g.,
digital photographs, aerial images, maps, engineering draw-
ings, etc.) that may serve as a basis for creating an electronic
manifest, according to other embodiments of the present
invention a variety of image processing techniques may be
employed (e.g., via the processing unit of the user device 210
executing the user interface application 337) to facilitate the
creation of manifests. In exemplary aspects discussed in fur-
ther detail below, such image processing techniques may be
particularly helpful in situations in which the clarity and/or
resolution of the image is such that features of significance
relevant to documenting the locate operation via the elec-
tronic manifest are blurred or indeterminate. In such cases,
image processing techniques may be used to facilitate
improved feature recognition and/or detection in the image.
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In other examples, it may be desirable to remove objects in
partor entirely from a digital image; for example, with respect
to photographic images, objects such as cars, bicycles, trees,
other landscape features, and the like may have been present
in the scene at the time the image was acquired, but may no
longer be present in the environs at the time the locate opera-
tion is conducted. In such cases, particularly if such objects
interfere in some manner with the dig area and/or other ele-
ments of the electronic manifest important for appropriately
documenting the locate operation, image processing tech-
niques may be used to “erase,” in whole or in part, one or more
objects from the image.

[0396] With respect to image processing relating to elec-
tronic manifests, edge-detection and other image processing
algorithms (e.g., smoothing, filtering, sharpening, threshold-
ing, opacity/transparency, etc.) may be employed in connec-
tion with various types of base images to improve feature
recognition and/or remove undesirable features. In some
exemplary implementations, in a manner similar to that noted
above in connection with image layers, multiple graphics
layers (e.g., bitmap and/or vector graphics layers) may be
composited over a given base image, wherein one or more
graphics filters are employed for the respective graphics lay-
ers to improve one or more aspects of image quality and
enable comparative viewing of original and processed image
information.

[0397] With respect to lower resolution images, in some
cases it may be difficult to discern the boundaries of certain
environmental features of relevance to the locate operation.
According to one exemplary implementation, this difficulty
may be addressed by applying an edge detection algorithm to
images to be displayed, and displaying the detected edges as
alayer overlaying the lower resolution image. One exemplary
edge detection algorithm that may be employed (e.g., as a
routine of the user interface application) is the Canny edge
detection algorithm, which is a known algorithm in image
processing. The algorithm may generate lines along the bor-
ders of areas having strong intensity contrast. Thus, the algo-
rithm may preserve important structural properties in the
image, while filtering out less useful information.

[0398] FIG. 38 shows an example of a lower resolution
image 3800 which may serve as a base image for an electronic
manifest. FIG. 39 shows a screen 3900 displaying the lower
resolution input image 3800 with an edges layer 3902 over-
laid thereon, pursuant to execution of an edge detection algo-
rithm as a routine of the user interface application. The edges
shown in the edges layer assist a user in identifying bound-
aries, and therefore in determining the proper location of
digital representations of different underground facility types
(locate mark indicators, detection indicators), dig area indi-
cators, boundary lines, symbols or other features, relative to
those boundaries. The boundaries may correspond to the
boundaries of structures, such as a house or garage, and/or
environmental features, such as a sidewalk or body of water.
In the example shown in FIG. 39, the boundaries of the
dwelling 3904 are shown more clearly in the edges layer than
in the underlying image, which may assist the user in marking
up the image. A grid layer 3906 is also shown overlaid on the
input image 3800. The edges layer 3902, the grid layer 3906
and an input image layer corresponding to input image 3800
are identified in the layers legend 2208 under the legend tab
2206. Using the check boxes associated therewith, each of the
layers may be selectively hidden or displayed.
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[0399] An exemplary process for creating an edges layer
3902 will now be described. In some implementations, Map
Suite GIS Software (based on NET components) available
from ThinkGeo LLC of Frisco, Tex. (http://thinkgeo.com/)
may be used in connection with processing and manipulation
of base images for electronic manifests, and one or more
libraries/applications available from AForge.NET (http://
www.aforgenet.com/framework/) may be employed for vari-
ous image processing functions for one or more base images.
[0400] With respect to edge detection, first, a same size,
grayscale copy of the lower resolution image 3800 is created.
Next, a Canny edge detection filter, such as the Canny edge
detection filter available through the open source AForge.
NET computer vision and artificial intelligence library
(http://www.aforgenet.com/framework/features/edge detec-
tors filters.html) is applied to the grayscale copy to compute
edge outlines. Since the resulting filtered image will have
whiter lines at the location of the edges, the gray palette of the
filtered image is inverted so that the edge outlines are shown
as darker lines. Additionally, an alpha component of the dark
pixels may be set to implement opacity for the outline image
lines. Next, a threshold filter may be applied to the filter
gray-palette-inverted image to significantly reduce noise
lines and pixels, and may reduce the width of the edge lines to
approximately one to two pixels in width.

[0401] The threshold filtered image may then by converted
to a bitmap image with a desired pixel aspect ratio and scale,
and overlaid on the base image to comparatively illustrate the
clarified edges (e.g., the image aspect ratio and scale of the
bitmap image should match that of the original base image so
that it overlays correctly atall zoom and pan settings). Factors
to be considered in matching or sufficiently approximating
image scales include the original scale of the base image and
grayscale copy image against which the edge outlines were
computed, and the ratio of the original map screen size to the
current screen size.

[0402] In the example of FIG. 39, the input image 3800 is
an aerial photograph; however, the input image layer may
comprise any of the input images described herein. For
example, the input image layer may comprise a facility map,
such as the facility map 1200 of FIG. 12. As another example,
the input image layer may comprise the map 1100 of FIG. 11
or another road map showing road names and/or house
addresses. Further, edges layer 3902 is just one exemplary
layer that may be overlaid on an input image to enhance the
input image. Other image processing algorithms may be
applied to an input image, and the result may be rendered in its
own layer. For example, a sharpened input image or a thresh-
old filtered input image may be rendered as a layer. The layer
resulting from the image processing algorithm may be com-
posited over the input image on which it was based or may be
used in place of the original input image.

[0403] In addition, some or all of a layer (e.g., an image
layer, a markings layer and/or a revision layer) may be trans-
parent, so that when the layer is overlaid on another layer, the
lower layer is still at least partially visible. The user interface
application may accept parameters from a user to set the
transparency of a layer.

[0404] Another issue that may arise in connection with a
base image is that cars, trees or other environmental features
may appear where a dig area indicator, locate mark indicator,
and/or detection indicator is to be drawn or otherwise elec-
tronically rendered. In this case, it may be desirable to essen-
tially erase the feature from the image so that the digital
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representation does not appear on top of the environmental
feature. The user interface application may be configured to
allow the input image to be manually or automatically modi-
fied so that these or other extraneous features appearing in an
image may be altered. According to one example, the user
interface application may include shape or object recognition
software that allows such features to be identified and/or
removed. One example of software capable of recognizing
features in an image, such as an aerial image, is ENVI®
image processing and analysis software available from ITT
Corporation of White Plains, N.Y. Exemplary features that
may be recognized include vehicles, buildings, roads,
bridges, rivers, lakes, and fields. The user interface applica-
tion may be configured such that a value indicating a level of
confidence that an identified object corresponds to a particu-
lar feature may optionally be displayed. Automatically iden-
tified features may be automatically modified in the image in
some manner. For example, the features may be blurred or
colored (e.g., white, black or to resemble a color of one or
more pixels adjacent the feature). Additionally, or alterna-
tively, the user interface application may include drawing
tools (e.g., an eraser tool or copy and paste tool), that allow
such features to be removed, concealed, or otherwise modi-
fied after being visually recognized by a user or automatically
recognized by the user interface application or associated
software.

[0405] FIG. 40 shows a screen 4000 displaying an input
image 1902 including several cars 4002a-c. The cars 4002a-c
are identified with lines 4004 around their perimeters. The
cars may be automatically identified as discussed above or
may be manually identified by a user, e.g., by using a drawing
tool. In either case, the lines 4004 identifying the cars may be
displayed when the “cars layer” or some subset thereof (e.g.,
car 1 and car 2) are activated in the layers legend 2208 under
the legend tab 2206. When a user selects an identified car
using a cursor 4006, a pop-up window 4008 may appear. The
pop-up window 4008 allows a user to select a method of
editing the selected image feature, which in the example
shown is “car 1 4002a. Exemplary editing methods include
blurring the pixels of the image feature and coloring the pixels
of'the image feature (e.g., black, white, an average color of the
pixels of the feature, or an average color of surrounding
pixels). Upon selecting an editing method from the drop-
down menu and selecting “continue,” the editing effect may
be automatically applied to the feature. In this manner, the car
is erased or essentially erased from the input image 1902.

[0406]

[0407] As discussed in connection with FIG. 31, an
acquired input image is not required as a base on which to
create an electronic manifest including various digital repre-
sentations (e.g., underground facilities, environmental land-
marks, tie-downs, and text boxes) as described herein. The
bare grid 3202 shown in FIG. 32 is one alternative to an
acquired input image. Another alternative, described in con-
nection with FIG. 41, is that a user may create an underlying
image using the drawing tools and/or symbols of the user
interface application. FIG. 41 shows a screen 4100 that
includes roadways 4104, a building 4106 and a tree 4108
rendered using the user interface application. For example,
the roadways 4104 may be rendered using a line tool associ-
ated with icon 1914. The building 4106 and tree 4108 may be
rendered using symbols selected from the drop down menu
associated with the symbols icon 1924. The renderings of the
roadways 4104, building 4106 and tree 4108 may be grouped

“Manual” Creation of Base Image
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as a layer referred to as a manual drawing layer 4102. This
layer 4102 may be selectively enabled or disabled for display
by selecting the associated check box in the layers legend
2208 under the legend tab 2206.

[0408] The user interface application may be configured
such that the features of the manual drawing layer 4102 may
be rendered to automatically conform to a particular scale,
such as scale 3204. For example upon selection of a dwelling
symbol from the drop down menu associated with the sym-
bols icon 1924, the user may be prompted to input the dimen-
sions or approximate size of the dwelling. Then, the user
interface application may render the dwelling symbol accord-
ing to the inputted dimensions or size and the scale 3204.
Alternatively, the user may simply manually alter the size of
the dwelling symbol with reference to the scale 3204. In
either case, as the zoom tools under map tools 1804 are used
to change the scale of the drawing, the dwelling symbol may
automatically change in size in accordance with the change in
scale. To assist a user in manually rendering the features of the
manual drawing layer 4102 to conform to a particular scale, a
grid layer 4110 may be displayed as shown on the screen 4112
of FIG. 41A. The grid layer 4110 may comprise a grid to
which a user may refer in determining an appropriate size of
the manual renderings. The scale of the grid may correspond
to the scale 3204 shown on the screen 4112, such that the
length of one square of the grid is equal to a length (e.g., 5
feet) shown on the scale 3204. Alternatively, the length of one
square of the grid may correspond to one unit length (e.g., 1
foot) or some arbitrary length. The grid layer 4110 may be
overlaid on the underlying manual drawing layer 4102. Alter-
natively, the manual drawing layer 4102 may alternatively be
overlaid on the grid layer 4110. If the manual drawing layer
4102 is at least partially transparent, the grid will be visible
even though it is below the manual drawing layer. The grid
layer 4110 may be selectively enabled or disabled for display
in the same manner as the manual drawing layer 4102, i.e., by
selecting the associated check box in the layers legend 2208
under the legend tab 2206.

[0409]

[0410] The representations of the physical locate marks
applied to a dig area, and/or detection indicators representing
geographic locations of detected facilities, are described
herein in some implementations as being manually rendered
by a user, e.g., using the line tools associated with icon 1914.
Alternatively however, as noted earlier, the representations of
detected and/or marked facilities may be rendered automati-
cally (e.g., on a base image) to create an electronic manifest
according to various embodiments of the present invention,
based on data received from a data-enabled locating device
and/or marking device. For example, U.S. publication no.
2010-0117654-A1, published May 13, 2010, which is incor-
porated herein by reference, describes how information
regarding the approximate geographic location of detected
and/or marked underground facilities (as well as a host of
other information relating to a locate operation) may be
received directly from a locating and/or marking device and
rendered in a display field and, when a base image is avail-
able, overlaid on the base image. U.S. publication no. 2010-
0090700-A1, published Apr. 15, 2010, which is also incor-
porated herein by reference, describes how information
regarding the approximate geographic location of detected
and/or marked underground facilities may categorized into a
plurality of display layers for electronic rendering.

Accuracy Indicators
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[0411] For GPS-enabled locating and/or marking devices,
the inventors have appreciated that the accuracy of geo-
graphic information (e.g., GPS longitude and latitude coor-
dinates) available from locate tracking systems integrated
with such devices may vary from time to time, based at least
in part on the availability of satellites, environmental inter-
ference (which in some instances may arise from features of
the landscape in the vicinity of a locate operation), and/or
positioning of the locating and/or marking device during use
by a technician, for example. Accordingly, another embodi-
ment of the present invention relates to including accuracy
information in an electronic manifest that in some manner
provides an indication of the accuracy of geographic infor-
mation contained in the electronic manifest.

[0412] With reference to FIG. 42, in one implementation
pursuant to this embodiment, accuracy information is pro-
vided in the form of one or more accuracy indicators in a
marked-up image that includes one or more locate mark indi-
cators and/or one or more detection indicators. For purposes
of illustration, the screen 4200 of FIG. 42 shows the manual
drawing layer 4102 of FIG. 41 with representations of physi-
cal locate marks, rendered based on data from a GPS-enabled
locating and/or marking device, and associated accuracy indi-
cators overlaid thereon. In particular, FIG. 42 shows a series
of closely-spaced locate mark indicators 4202 (e.g., repre-
senting a marked underground facility such as an electric line
to the building 4106) and accuracy indicators 4204 associated
with the locate mark indicators 4202. In this example, the
accuracy indicators 4204 comprise dashed lines encircling
respective locate mark indicators. The dashed lines represent
a radius of possible error associated with the GPS-based
location data for the corresponding locate mark indicator. As
noted above, the accuracy indicators may be larger in
instances in which environmental features (e.g., tree 4108)
causes interference with a GPS signal, a number of available
satellites from which geographic information may be calcu-
lated is reduced, and/or where a GPS-enabled locating and/or
marking device has not yet settled, for example.

[0413] As discussed above in connection with other
embodiments, according to one aspect of this embodiment the
accuracy indicators 4204 may be rendered as a separate layer
from the locate mark indicators 4202 to facilitate comparative
viewing (i.e., the accuracy indicators and the locate mark
indicators respectively may be selectively hidden or dis-
played by selecting the associated check boxes in the layers
legend 2208 under the legend tab 2206). It should be appre-
ciated that the dashed circular lines constituting the accuracy
indicators 4204 in FIG. 42 are one illustrative example of
rendering such indicators. Alternatively, for example, a range
of potential error may be shown as one or more shaded
regions surrounding a collection of locate mark indicators,
using numeric values, or using a color code in which various
colors correspond to different potential errors or ranges of
potential errors. For example, FIG. 42A shows a screen 4210
in which an accuracy indicator 4206 is provided in the form of
a shaded region having the same area encompassed by the
circular accuracy indicators 4204 of FIG. 42. Thus, in this
case, the shaded region represents a region of possible error
associated with the GPS-based location data for the locate
mark indicators 4202. If desired, the envelope of the shaded
region may be automatically smoothed to eliminate sharp
transitions.

[0414] Accuracy indicators, such as those described above,
are not limited to use in connection with automatically ren-
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dered representations of detected and/or marked facilities.
Accuracy indicators may also be used in connection with
manually rendered representations of detected and/or marked
facilities to indicate a range of potential error associated with
the representations. The screen 4212 of FIG. 42B shows the
manual drawing layer 4102 of F1G. 41 with representations of
physical locate marks, rendered manually by a user, and asso-
ciated accuracy indicators overlaid thereon. In particular,
FIG. 42B shows manually rendered locate mark indicators
4214 (e.g., representing a marked underground facility such
as an electric line to the building 4106) and accuracy indica-
tors 4216 associated with the locate mark indicators 4214. In
this example, the accuracy indicators 4216 comprise dashed
lines surrounding the locate mark indicators 4214 that repre-
sent a range of potential error associated with the locate mark
indicators. The range of potential error may represent, for
example, the area in which one may expect to find physical
locate marks corresponding to the locate mark indicators.
According to one example, the range of potential error is
estimated by a user generating the manually rendered locate
mark indicators 4214. The user may then generate the accu-
racy indicators 4216 in manner that represents the range of
potential error. For example, the user may render the accuracy
indicators 4216 as dashed lines and select an appropriate
width for the dashed lines using the line tools associated with
icon 1914.

[0415] Although the accuracy indicators described above
are shown overlaid on manual drawing layer 4102, it should
be appreciated that the accuracy indicators may be overlaid
on any one or more of the base images described herein (e.g.,
a facilities map, an aerial photograph and/or a grid). The
manual drawing layer is just one example of a base image that
may be used.

[0416] Geographic Offset/Calibration Factors

[0417] Another source of possible error that may arise in
connection with receiving geographic information from a
locating and/or marking device and overlaying such informa-
tion on a base image or grid relates to discrepancies that may
exist between underlying GIS information relating to the base
image or grid and the reference frame for geographic infor-
mation received from the locating and/or marking device. To
mitigate such discrepancies, another embodiment of the
present invention relates to using one or more reference
points in a dig area or more generally in the environs of a
locate operation to determine a geographic offset that may be
used as a calibration factor that is applied to one or both of the
base image/grid or geographic information received from a
locating and/or marking device.

[0418] In an exemplary scenario in which a geographic
offset/calibration factor may facilitate more accurate creation
of'an electronic manifest, a locate technician may use a locat-
ing device and/or a marking device for a locate operation, and
in so doing may recall that such a device was actuated (e.g., to
acquire a signal relating to a detected magnetic field, or to
dispense paint on the ground) at a particular geographic loca-
tion at some point during the locate operation (e.g., at the end
of'acurb adjacent an edge/boundary of a driveway). However,
when the technician thereafter views a displayed image on
which geographic information from the device(s) is overlaid,
the technician notes that there are no electronic indicators
(e.g., detection indicators or locate mark indicators) on the
displayed image at the end of the curb adjacent the edge/
boundary of a driveway, but rather that one or more such
indicators appear in the displayed image in the center of the
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driveway, where no detection or marking was done during the
locate operation. In this situation, the technician has clear
evidence that there is some discrepancy between the geo-
graphic information obtained from the locating and/or mark-
ing devices, and the geographic information on which the
displayed image is based (e.g., GIS information/metadata
accompanying the displayed image).

[0419] FIG. 43 shows an illustrative process 4300 for com-
pensating for such discrepancies. The process begins at act
4302, wherein the user interface application receives the
device-based coordinates for a reference location from a
GPS-enabled locating and/or marking device. For example, a
GPS-enabled locating and/or marking device may be actu-
ated at a reference location in or near the dig area or generally
in the environs of the locate operation (e.g., at some point that
would be expected to be displayed in a display field for an
electronic manifest). A variety of features or objects may
serve as reference locations for this purpose, examples of
which include, but are not limited to, various natural or man-
made features of the landscape, some of which may relate to
utility infrastructure (e.g., curb edges ata corner, utility poles,
fire hydrants, mailbox, pedestal, corner of a building, etc.).
The device-based GPS coordinates at the reference location
where the locating and/or marking device was actuated may
be transmitted to a computer and subsequently received by
the user interface application.

[0420] At act 4304, the user interface application deter-
mines the map-based coordinates for the reference location
based on a user input identifying the reference location in an
image. For example, the user interface may display a map,
aerial image, or other image that shows the reference location
and prompt a user to identify the reference location in the
image (e.g., by clicking on the reference location in the
image). The user interface application can then refer to under-
lying GPS data associated with the image to determine the
map-based coordinates for the reference location. Next, the
process proceeds to act 4306, in which the user interface
application determines an offset between the device-based
coordinates and the map-based coordinates for the reference
location, which offset may serve as a calibration factor to be
applied to one of the device-based coordinates and the map-
based coordinates. At act 4308, the user interface application
uses such a calibration factor by applying it to other geo-
graphic information obtained thereafter from the locating
and/or marking device to adjust the relationship between this
information and the geographic information associated with a
base image on which locate mark indicators and/or detection
indicators are to be overlaid.

[0421] While the example of FIG. 43 relates to determining
an offset with respect to one set of GPS coordinates, it should
be appreciated that a plurality of offsets may be determined in
the same manner (e.g., by selecting multiple reference loca-
tions for comparison). Doing so may be helpful to establish
consistency between the determined offsets. When a plurality
of such offsets are determined, an average of the offsets may
be calculated, and the user interface application may adjust
the relationship between digital representation of area and the
underlying location data based on the average offset.

[0422] The process 4300 of FIG. 43 may be initiated by a
user of the user interface application. Alternatively, the user
interface application may initiate the compensation process
in response to some event (e.g., the receipt data from a GPS-
enabled device). Once the compensation process has been
performed in connection with a GPS-enabled device, data
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relating to the compensation parameters may be stored so that
they may be applied in connection with future data received
from that GPS-enabled device or, in some cases, other GPS-
enabled devices.

[0423] The process described in connection with F1G. 43 is
just one exemplary method for compensating for discrepan-
cies between the geographic information obtained from locat-
ing and/or marking devices and the geographic information
on which the displayed image is based. Another method for
compensating for such discrepancies involves a user manu-
ally adjusting the location of locate mark indicators and/or
detection indicators with respect to a base image using the
tools of the user interface application. FIG. 43A provides an
illustrative example. In FIG. 43A, a series of closely-spaced
locate mark indicators 4314 (e.g., representing a marked
underground facility such as an electric line) are shown over-
laid on a base image 4316. The locate mark indicators 4314
comprise a layer distinct from the base image, as shown in the
layers legend 2208 under the legend tab 2206. If a user (e.g.,
a technician) who created the physical locate marks recalls
having made the marks along the curb 4318, but observes the
locate mark indicators 4314 to be offset from the curb shown
in the base image 4316, the user may manually alter the
location of the locate mark indicators 4314 with respect to the
base image 4316. In particular, the user may select the locate
mark indicators 4314 using a lasso 4312 associated with the
select icon 1904 and move the locate mark indicators to their
known correct location using a cursor 4006 associated with
the move icon 1906. For example, the user may drag the
selected locate mark indicators 4314 downward with respect
to the base image 4316 so that the locate mark indicators are
closer to the curb 4318. Once this compensation process has
been performed in connection with a GPS-enabled device,
data relating to the relocation of the locate mark indicators
4314 (e.g., distance and direction moved) may be stored so
that the same compensation may be automatically applied in
connection with future data received from that GPS-enabled
device or other GPS-enabled devices.

[0424] While the locate mark indicators 4314 in FIG. 43A
form a continuous line, in other cases the locate mark indica-
tors may be scattered, and it may not be clear which locate
mark indicators relate to actions of the locate and/or marking
operation occurring during a particular time frame. To ensure
that only desired locate mark indicators are relocated, the
displayed locate mark indicators may be filtered based on
time prior to the select and move operation described in
connection with FIG. 43A.

[0425] Inyetotheraspects, scattered locate mark indicators
in connection with a given marking operation may be
“smoothed” by running a regression through the collection of
locate mark indicators and obtaining a best fit of a line
through the collection of indicators. Alternatively, if via
inspection of displayed information a user/technician can
identify what appear to be one or more reliable locate indica-
tors amidst scattered indicators (or obvious breaks in dis-
played data), the user may select a reliable first indicator and
a reliable second indicator, draw a line through these points,
and select one or more additional points on this line as sub-
stitute indicators. For example, in a marking operation involv-
ing the presence of trees, a technician may obtain a series of
reliable GPS readings until passing under a tree, at which
point scattered or no GPS readings are acquired. Ina resulting
image after processing, one or more reliable indicators on
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either side of the tree may be connected via line to replace the
scattered/missing data in the vicinity of the tree.

[0426] Since the initial location of the locate mark indica-
tors in the discussion above reflects the data as it was received
from the GPS-enabled device, it may be desirable to only
allow modification of a copy of the locate mark indicators
such that the data reflecting the original location of the locate
mark indicators may be preserved. One exemplary method
for doing so in the examples above is to lock (e.g., write-
protect) the displayed layer and create a revision layer, as
discussed in connection with FIG. 23, that is freely modifi-
able by a user. Thus, the first layer may include the raw GPS
data and the second “revision” layer may include a “cleaned
up” (e.g., error corrected) version of the raw GPS data.
[0427] Overlaid Digital Media

[0428] A locate technician or other individual associated
with a locate and/or marking operation may store photo-
graphs, movies, sound clips and/or other digital media that
capture aspects of a locate and/or marking operation or the
environment of the dig area. For example, the locate techni-
cian may use a camera to capture a digital photograph of a fire
hydrant representing a landmark in the dig area. The locate
technician may then store the digital photograph on the user
device 210, for example by transferring the digital photo-
graph thereto from a memory associated with the camera or
by directly saving the digital photograph on the user device.
[0429] It may be desirable to display the digital media or a
representation thereof in the context of a representation of the
locate and/or marking operation. FIG. 44 shows a screen 4400
displaying an input image 1902 with a photograph 4402 of an
environmental feature, in this case a fire hydrant, overlaid
thereon. A label 4404 identifying a time and/or date at which
the photograph was captured may be displayed in connection
with the photograph 4402.

[0430] The photograph 4402 may be overlaid on the input
image 1902 at the location where the photograph was cap-
tured. According to one example, the user manually places the
photograph on the input image 1902 at the approximate loca-
tion where the photograph was captured. The user may
retrieve the photograph from a storage location on the user
device, estimate the location depicted in the photograph, and
position the photograph such that it is overlaid on the input
image 1902 at the estimated location. For example, the user
may drag the digital file of the photograph from a window or
folder on the user device 210 to the desired location on screen
4400. According to another example, geo-location data (e.g.,
metadata) associated with the photograph 4402 may be used
to determine the location depicted in the photograph, and the
photograph may be manually or automatically positioned at
that location. For example, the user device 210 may detect
when a camera storing the photograph is plugged into a uni-
versal serial bus (USB) port of the user device and automati-
cally import the photograph into the user interface applica-
tion. The user interface application may automatically
position the photograph 4402 with respect to the input image
1902 by correlating geo-location metadata associated with
the photograph with geo-location metadata associated with
the input image. In addition to being manually or automati-
cally positioned on the input image 1902, the photograph may
be manually or automatically oriented on the input image
(e.g., with a particular angle corresponding to a direction in
which the photograph was taken).

[0431] Display of the photograph 4402 may be selectively
enabled or disabled using layers legend 2208 under the legend
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tab 2206. Multiple photographs or other digital media may be
collectively enabled or disabled for display as a layer by
selecting or deselecting a checkbox associated therewith in
the layers legend 2208. In a similar manner, sub-layers com-
prising one or more constituents thereof may be enabled or
disabled for display by selecting or deselecting an associated
check box. One exemplary hierarchical digital media layers
structure comprises a layer for all overlaid digital media,
sub-layers for photographs, movies, sound clips, and sub-
sub-layers for individual photographs, individual movies, and
individual sound clips.

[0432] Enabling or disabling the display of digital media
layers may be useful, for example, when multiple digital
media files correspond to and are thus represented at the same
location. When all of the layers for such files are enabled, the
representations may be stacked. To view a particular media
file representation, the layers corresponding to overlaid
media file layers may be hidden by selectively disabling the
layers.

[0433] A user may provide an input to the user interface
application to enlarge or otherwise modify the display of the
photograph 4402. For example, when a user clicks on or
mouses over the photograph 4402, a pop-up window with a
larger version of the photograph may appear. The user may
similarly interact with representations of overlaid movies or
sound clips. For example, clicking on an overlaid represen-
tation of a movie or sound clip may cause a pop-up window
with playback controls for the movie or sound clip to appear.
[0434] Since overlaid photographs or other digital media
may obscure aspects of the input image, it may be desirable to
allow a user to selectively display digital media and/or asso-
ciated information or controls. FIG. 45 shows a screen 4500
having an interface for selectively displaying a digital media
file. In particular, FIG. 45 shows a screen 4500 displaying an
input image 1902 with a camera icon 4506 overlaid thereon.
The location of the camera icon 4506 with respect to the input
image 1902 may indicate the location at which the photo-
graph 4402 of FIG. 44 was captured. Using a cursor 4006, a
user may mouse over or click the camera icon 4506 to cause
the photograph 4402 and/or the label 4404 corresponding to
the camera icon 4506 to be displayed. The rotational orien-
tation of the camera icon 4506 may indicate the directional
orientation of the camera capturing the image at the time the
photograph 4402 was captured. For example, the rotational
orientation of the camera icon 4506 shown in FIG. 45 indi-
cates that the camera was facing in the direction of arrow 4508
when the image was captured.

[0435] Facilities Map Layers

[0436] As discussed in connection with FIG. 39, the user
interface may display multiple image layers, each of which
may be selectively enabled or disabled for display. For
example, in FIG. 39, an input image layer, a grid layer and/or
an edges layer may be enabled for display. Another image
layer that may be useful in the context of the renderings
described herein is a facilities map layer.

[0437] A facilities map is any physical, electronic, or other
representation of the geographic location, type, number, and/
or other attributes of a facility or facilities. Facilities maps
may be supplied by various facility owners and may indicate
the geographic location of the facility lines (e.g., pipes,
cables, and the like) owned and/or operated by the facility
owner. For example, facilities maps may be supplied by the
owner of the gas facilities, power facilities, telecommunica-
tions facilities, water and sewer facilities, and so on.
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[0438] Facilities maps may be provided in any of a variety
of different formats. As facilities maps often are provided by
facility owners of a given type of facility, typically a set of
facilities maps includes a group of maps covering a particular
geographic region and directed to showing a particular type of
facility disposed/deployed throughout the geographic region.
One facilities map of such a set of maps is sometimes referred
to in the relevant arts as a “plat.”

[0439] Some types of facilities maps include a variety of
electronic information, including geographic information
and other detailed information, regarding the contents of vari-
ous features included in the maps. In particular, facilities
maps may be formatted as geographic information system
(GIS) map data, in which map features (e.g., facility lines and
other features) are represented as shapes and/or lines, and the
metadata that describes the geographic locations and types of
map features is associated with the map features. In some
examples, a GIS map data may indicate a facility line using a
straight line (or series of straight lines), and may include some
symbol or other annotation (e.g., a diamond shape) at each
endpoint of the line to indicate where the line begins and
terminates. From the foregoing, it should be appreciated that
in some instances in which the geo-locations of two termina-
tion or end-points of a given facility line may be provided by
the map, the geo-location of any point on the facility line may
be determined from these two end-points.

[0440] Examples of a wide variety of environmental land-
marks and other features that may be represented in GIS
facilities map data include, but are not limited to: landmarks
relating to facilities such as pedestal boxes, utility poles, fire
hydrants, manhole covers and the like; one or more architec-
tural elements (e.g., buildings); and/or one or more traffic
infrastructure elements (e.g., streets, intersections, curbs,
ramps, bridges, tunnels, etc.). GIS facilities map data may
also include various shapes or symbols indicating different
environmental landmarks relating to facilities, architectural
elements, and/or traffic infrastructure elements.

[0441] Examples of information provided by metadata
include, but are not limited to, information about the geo-
location of various points along a given line, the termination
points of a given line (e.g., the diamond shapes indicating the
start and end of the line), the type of facility line (e.g., facility
type and whether the line is a service line or main), geo-
location of various shapes and/or symbols for other features
represented in the map (environmental landmarks relating to
facilities, architectural elements, and/or traffic infrastructure
elements), and type information relating to shapes and/or
symbols for such other features.

[0442] The GIS map data and metadata may be stored in
any of a variety of ways. For example, in some embodiments,
the GIS map data and metadata may be organized into files,
where each file includes the map data and metadata for a
particular geographic region. In other embodiments, the GIS
map data and metadata may be stored in database and may be
indexed in the database by the geographical region to which
the map data and metadata corresponds.

[0443] For facilities maps in electronic form, a variety of
digital formats of facilities maps may be used including, but
not limited to, a vector image format that is the typical output
format of computer-aided design (CAD) tools. In one
example, some facilities maps may be ina DWG (“drawing”)
format, which is a format that used for storing two and three
dimensional design data and metadata, and is a native used by
several CAD packages including AutoCAD, Intellicad, and
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PowerCAD. However, those skilled in the art will recognize
that facilities maps may be in any of several vector and/or
raster image formats, such as, but not limited to, DWG, DWF,
DGN, PDF, TIFF, MFI, PMF, and JPG.

[0444] As noted above, in some instances in which facili-
ties maps are in a vector image format, a certain line on the
facilities map may be represented by a starting point geo-
location, an ending point geo-location, and metadata about
the line (e.g., type of line, depth of line, width of line, distance
of line from a reference point (i.e., tie-down), overhead,
underground, line specifications, etc.). To facilitate display of
facilities map information relating to multiple different types
of facilities, each vector image may be assembled in layers, in
which respective layers correspond, for example, to different
types of facilities (e.g., gas, water, electric, telecommunica-
tions, etc.). In one aspect of such an embodiment, each layer
is, for example, a set of vector images that are grouped
together in order to render the representation of the certain
type of facility.

[0445] FIG. 12 shows an example of a visual representation
of a portion of an electronic facilities map 1200. In this
example, facilities map 1200 is a telecommunications facili-
ties map that is supplied by a telecommunications company.
Facilities map 1200 shows telecommunications facilities in
relation to certain landmarks, such as streets and roads, using
lines and shapes. As discussed above, the electronic facilities
map may include metadata indicating what various lines,
symbols and/or shapes represent, and indicating the geo-
location ofthese lines, symbols and/or shapes. Withrespectto
exemplary environmental landmarks and other features,
facilities map 1200 may include both visual information
(graphics and text) and metadata relating to utility poles,
manholes, streets, and any ofa variety of other landmarks and
features that may fall within the geographic area covered by
the facilities map 1200. Another somewhat more simple
example of a facilities map is given by the facilities map 4600
shown in FIG. 46, representing a small portion of a water and
sewer pipe infrastructure.

[0446] In some embodiments, processing unit 320 of the
user device 210 (and/or the processing unit 420 of the server
220) may execute a map viewer application for displaying
one or more facilities maps, which may be selectively enabled
and disabled for viewing as an image layer, alone or together
with other image layers. The map viewer application may be
a custom application or any conventional viewer application
that is capable of reading in electronic facilities maps data,
and rendering all or a portion of the electronic facilities maps
data/input images to an image that can be viewed in a display
field of a display device. Examples of conventional map
viewer applications suitable for purposes of some embodi-
ments of the present invention include, but are not limited to,
the Bentley® viewer application from Bentley Systems, Inc.
(Exton, Pa.) and the ArcGIS viewer application from Envi-
ronmental Systems Research Institute (Redlands, Calif.).
[0447] To appropriately display a facility map as an image
layer that may be viewed concurrently with other image lay-
ers, the geo-spatial reference frame employed for geographic
information underlying the respective image layers should
preferably be the same. Accordingly, in some embodiments,
geo-location data associated with one or both of a facility map
and another image that may be viewed in relation to the
facility map may be converted, if necessary to a common
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geo-spatial reference frame to facilitate accurate comparative
viewing of the geographic information contained in the
respective images.

[0448] As known in the relevant art, a geographic or “glo-
bal” coordinate system (i.e., a coordinate system in which
geographic locations on Earth are identified by a latitude and
a longitude value, e.g., (LAT,LON)) may be used to identify
geographic locations. In a “geocentric” global coordinate
system (i.e., a coordinate system in which the Earth is mod-
eled as a sphere), latitude is defined as the angle from a point
on the surface of a sphere to the equatorial plane of the sphere,
whereas longitude is defined as the angle east or west of a
reference meridian between two geographical poles of the
sphere to another meridian that passes through an arbitrary
point on the surface of the sphere. Thus, in a geocentric
coordinate system, the center of the Earth serves as a refer-
ence point that is the origin of the coordinate system. How-
ever, in actuality the Earth is not perfectly spherical, as it is
compressed towards the center at the poles. Consequently,
using a geocentric coordinate system can result in inaccura-
cies.

[0449] In view of the foregoing, the Earth is typically mod-
eled as an ellipsoid for purposes of establishing a global
coordinate system. The shape of the ellipsoid that is used to
model the Earth and the way that the ellipsoid is fitted to the
geoid of the Earth is called a “geodetic datum.” In a “geo-
detic” global coordinate system, the latitude of a point on the
surface of the ellipsoid is defined as the angle from the equa-
torial plane to a line normal to the reference ellipsoid passing
through the point, whereas the longitude of a point is defined
as the angle between a reference plane perpendicular to the
equatorial plane and a plane perpendicular to the equatorial
plane that passes through the point. Thus, geodetic latitude
and longitude of a particular point depends on the geodetic
datum used.

[0450] A number of different geodetic global coordinate
systems exist that use different geodetic datums, examples of
which include WGS84, NAD83, NAD27, OSGB36, and
EDS50. As such, a geographic point on the surface of Earth
may have a different latitude and longitude values in different
coordinate systems. For example, a stop sign at the corner
Maple St. and Main St. may have a latitude and longitude of
(LAT,, LON)) in the WGS84 coordinate system, but may
have a latitude and longitude of (LAT,, LON,) in the NAD&3
coordinate  system  (where  LAT,=LAT, and/or
LON, =L ON,). Thus, when comparing geographic informa-
tion in respective different images, it is generally desirable to
have both geographic points in the same global coordinate
system.

[0451] Additionally, when determining a geographic loca-
tion based on information derived from a map (e.g., a facili-
ties map), the coordinate system provided by the map may not
be a global coordinate system, but rather may be a “projected”
coordinate system. As appreciated in the relevant art, repre-
senting the curved surface of the Earth on a flat surface or
plane is known as a “map projection.” Representing a curved
surface in two dimensions causes distortion in shape, area,
distance, and/or direction. Different map projections cause
different types of distortions. For example, a projection could
maintain the area of a feature but alter its shape. A map
projection defines a relation between spherical coordinates on
the globe (i.e., longitude and latitude in a global coordinate
system) and flat planar x,y coordinates (i.e., a horizontal and
vertical distance from a point of origin) in a projected coor-
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dinate system. A facilities map may provide geographic loca-
tion information in one of several possible projected coordi-
nate systems.

[0452] Thus, to facilitate comparative viewing of respec-
tive image layers, some of which may include one or more
facilities map layers, it is desirable to have the respective
image layers represented in the same geodetic global coordi-
nate system or projected coordinate system (projected from
the same geodetic geographical coordinate system). For
example, in some embodiments, the geographic information
underlying an input image serving as the basis for an elec-
tronic manifest may be provided as geo-location data in the
WGS84 coordinate system (i.e., the coordinate system typi-
cally used by GPS equipment), whereas the facilities map
information may be expressed in the NADS3 coordinate sys-
tem. Thus, in one example, the geographic information under-
lying an input image may be converted to the NAD83 coor-
dinate system so that the input image (as one image layer) and
the facilities map (as another image layer) may be viewed
comparatively. Of course, it should be appreciated that the
example of coordinate system conversion from WGS84 to
NADS3 is provided primarily for purposes of illustration, and
any suitable conversion may be implemented to facilitate
comparative viewing of multiple image layers.

[0453] Allowing a facilities map layer to be selectively
displayed together with an input image serving as a basis for
an electronic manifest, and/or a representation of a locate
and/or marking operation (e.g., a manually, semi-automati-
cally, or automatically created electronic manifest) provides a
number of potential benefits. For example, displaying a facili-
ties map together with a rendering of a locate and/or marking
operation allows a user to visually verify whether represen-
tations of locate mark indicators, detection indicators, or
other features appear in expected locations based on the loca-
tions of one or more facilities indicated in a facilities map.
[0454] FIG. 47 shows a screen 4700 of the exemplary user
interface displaying an input image 1902 with a facilities map
layer 4702, including the facilities map 46 of FIG. 46, over-
laid thereon. The facilities map layer 4702 includes three
sub-layers 4702a, 47025 and 47025, which allow subsets of
the facilities map layer to be selectively enabled or disabled
for display. If the facilities map layer 4702 comprises a facili-
ties map showing underground water pipes, for example, each
sub-layer may correspond to a water pipe having a particular
diameter. The sub-layers are identified in the layers legend
2208 under the legend tab 2206 and may be selectively
enabled or disabled for display using the check boxes asso-
ciated therewith.

[0455] As with the other layers described herein, the facili-
ties map layer 4702 may be made partially transparent so that
features that would otherwise be obscured by the facilities
map layer 4702 may be viewed. The degree of transparency of
the facilities map layer 4702 may be varied based on user
input to the user interface application (e.g., an input specify-
ing a desired degree of transparency). Facilities map layer
4702 may also be entirely hidden by disabling the layer in the
layers legend 2208.

[0456] Limited Access Files for Electronic Manifests
[0457] In some instances, it may be desirable for a single
entity or a limited number of entities to retain control over the
status or other information relating to a locate operation. For
example, it may be desirable for the entity that provides
access to an electronic manifest (EM) creation application
(e.g., the user interface application 337) and has initial control
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of one or more created EM images (e.g., marked-up image
905 of electronic manifest 900) and/or the entire electronic
manifest itself to retain control of the images/manifest. One
potential benefit of retaining control of the electronic mani-
fests and/or image information contained therein is avoiding
unauthorized edits to or unauthorized use of the image(s)/
manifests.

[0458] According to one example, a “controlling” entity
that provides access to an EM creation application (e.g., the
user interface application 337) retains control of one or more
created images and/or manifests, but allows other entities to
access the images/manifest in some instances in a limited
manner. For example, the controlling entity may provide a
link (e.g., a hyperlink) to one or more EM images or the entire
manifest(s) (e.g., via an e-mail) or otherwise provide an inter-
face allowing the EM image(s)/manifests to be accessed (e.g.,
via a customized or proprietary image viewing application).
Such a link may have a pre-established expiration date, such
that clicking on the link will not access the EM image(s)/
manifests after the specified expiration date. To maintain the
integrity of the EM image(s)/manifests, the application pro-
viding access to the EM image(s)/manifest may prohibit
copying of, saving of, or writing to the images/manifests. For
example, the EM image/manifest may be viewable only using
a corresponding image file viewer that allows limited access
to the EM image/manifest. In particular, copy, save and/or
write access to the EM image/manifest may be prohibited. In
these and other respects discussed below, one or more EM
image files, or one or more files for a complete manifest, may
be stored and/or transmitted as “limited access files.”

[0459] The EM image/manifest may, for example, be trans-
mitted to a party associated with the at least one underground
facility with the corresponding image file viewer so that the
party may view the EM image/manifest. For example, an
executable file comprising the EM image/manifest and image
file viewer may be transmitted (e.g., a customized image
viewer may be transmitted to one or more onsite computers).
Alternatively, the image file viewer may be downloaded/
installed separately, e.g., from a web site of the controlling
entity, or the EM image/manifest may be viewed using an
image file viewer stored and executed on a server of the
controlling entity.

[0460] In one implementation, the controlling entity may
allow access to the EM image(s)/manifest(s) only when a
certain condition or conditions are met. For example, the
controlling entity may require a password protected log-in
procedure for access to the EM image(s)/manifest(s). In par-
ticular, the image file viewer may require a password to per-
mit access. According to one implementation, the image file
viewer may be programmed to require an indication of accep-
tance of terms and/or conditions prior to permitting access to
the EM image(s)/manifest(s). According to yet another
example, the controlling entity may charge a fee for permit-
ting a third party to access one or more EM images/manifests,
such as a per-transaction fee or a subscription fee.

[0461] To prevent access to the EM image/manifest unless
or until a condition or conditions are met, the EM image/
manifest may be encrypted and require decryption to be read-
able. A corresponding image file viewer may be required to
decrypt the EM image/manifest. The EM image/manifest
and/or the corresponding image file viewer may also or alter-
natively be proprietary, and may have a format specific to the
controlling entity. The image file viewer may optionally be
programmed to determine whether an updated version of the
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image file viewer is available. For example, the image file
viewer may interrogate information associated with the EM
image/manifest to determine a corresponding version of the
image file viewer. If an updated version is found, the viewer
may prompt the user to upgrade the application or otherwise
facilitate an update.

[0462] The EM image/manifest may be transmitted in a
variety of different formats. For example, the EM image/
manifest may be transmitted as an image including locate
mark indicators, detection indicators, and/or landmark indi-
cators thereon. Alternatively, the EM image/manifest may be
transmitted as a base image with associated metadata and/or
a separate file (e.g., an XML file) including information that
allows the locate mark indicators, detection indicators, and/or
landmark indicators to be rendered on or in connection with
the base image. Such information may comprise geographic
coordinates specitying the respective indicators to be dis-
played on the base image. The information included in the
metadata and/or separate file may also specify access permis-
sions for the respective indicators. For example, in the case
where the information that allows locate mark indicators to be
rendered relates to a plurality of dig sites, locate mark infor-
mation for one or more dig sites may have restricted access
such that the corresponding locate mark indicators are not
rendered unless certain access conditions are met.

[0463] While the status information described above as
being stored and/or transmitted as a “limited access file”
corresponds to one or more EM images/manifests, the same
principles may be applied to other types of image-based or
non-image files to limit the access to the status information.
For example, access to the data set 700 described in connec-
tion with FIG. 7 may similarly be limited.

CONCLUSION

[0464] Aspects of the invention as described herein enable
retrieving from a database the appropriate input image of a
specific geographic location, or dig area, where locate opera-
tions are to be conducted for underground facilities. The user
may draft, on the retrieved image, a variety of features,
including but not limited to (1) the type of underground
facilities marked and/or detected using an appropriate color
orother coding schema, (2) the number of underground facili-
ties marked and/or detected within the dig area, (3) the
approximate geographic location of each set of underground
facility locate mark indicators and/or detection indicators,
and (4) the appropriate environmental landmark offsets for
each set of underground facility locate marks. The combina-
tion of the retrieved image and additional information drafted
by the user may be saved in a variety of formats as an elec-
tronic manifest. Other information regarding the specific geo-
graphic location of the locate mark indicators, detection indi-
cators, and/or environmental landmark indicators may be
incorporated into the electronic manifest using direct input
from GPS-enabled positioning tools and the like. Various
displayed information may be categorized as multiple display
layers for selectively hiding and displaying certain types of
information to facilitate comparative viewing. If no base
image is available, a grid system and/or manual drawing tools
may be used to generate a basis for creating an electronic
manifest.

[0465] The foregoing description is not intended to be
exhaustive or to limit the description to the precise form
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disclosed. Modifications and variations are possible in light
of the above disclosure or may be acquired from practice of
the invention.

[0466] For example, certain information was described as
being presented visually on a screen of user device 210. In
other implementations, this information may be audibly pro-
vided to the user. Also, particular information was described
as being input via an input device 340, such as a screen of user
device 210. In other implementations, this information may
be provided in other ways, such as by receiving inputs via
input keys and/or buttons, by recognizing speech of the user,
or by monitoring a condition of the user. More particularly,
the input device 340 may be capable of capturing signals that
reflect a user’s intent. For example, the input device 340 may
include a microphone that can capture a user’s intent by
capturing the user’s audible commands. Alternatively, the
input device 340 may interact with a device that monitors a
condition of the user, such as eye movement, brain activity, or
heart rate.

[0467] As another example, certain components, such as
user device 210 and central server 220 were described as
using an image cache. In other implementations, user device
210 and/or central server 220 may communicate with an
image server (such as imager server 230) in real-time, so that
no image cache may be required. In still other implementa-
tions, the user device 210 may, for example, communicate in
real time with the central server 220.

[0468] As another example, it should be noted that refer-
ence to a GPS-enabled device is not limited to GPS systems
only, and that any global navigation satellite system or other
system that provides geo-spatial positioning may be used in
implementations of the invention.

[0469] While various inventive embodiments have been
described and illustrated herein, those of ordinary skill in the
art will readily envision a variety of other means and/or struc-
tures for performing the function and/or obtaining the results
and/or one or more of the advantages described herein, and
each of such variations and/or modifications is deemed to be
within the scope of the inventive embodiments described
herein. More generally, those skilled in the art will readily
appreciate that all parameters, dimensions, materials, and
configurations described herein are meant to be exemplary
and that the actual parameters, dimensions, materials, and/or
configurations will depend upon the specific application or
applications for which the inventive teachings is/are used.
Those skilled in the art will recognize, or be able to ascertain
using no more than routine experimentation, many equiva-
lents to the specific inventive embodiments described herein.
It is, therefore, to be understood that the foregoing embodi-
ments are presented by way of example only and that, within
the scope of the appended claims and equivalents thereto,
inventive embodiments may be practiced otherwise than as
specifically described and claimed. Inventive embodiments
of the present disclosure are directed to each individual fea-
ture, system, article, material, kit, and/or method described
herein. In addition, any combination of two or more such
features, systems, articles, materials, kits, and/or methods, if
such features, systems, articles, materials, kits, and/or meth-
ods are not mutually inconsistent, is included within the
inventive scope of the present disclosure.

[0470] The above-described embodiments can be imple-
mented in any of numerous ways. For example, the embodi-
ments may be implemented using hardware, software or a
combination thereof. When implemented in software, the
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software code can be executed on any suitable processor or
collection of processors, whether provided in a single com-
puter or distributed among multiple computers.

[0471] Further, it should be appreciated that a computer
may be embodied in any of a number of forms, such as a
rack-mounted computer, a desktop computer, a laptop com-
puter, or a tablet computer. Additionally, a computer may be
embedded in a device not generally regarded as a computer
but with suitable processing capabilities, including a Personal
Digital Assistant (PDA), a smart phone or any other suitable
portable or fixed electronic device.

[0472] Also, a computer may have one or more input and
output devices. These devices can be used, among other
things, to present a user interface. Examples of output devices
that can be used to provide a user interface include printers or
display screens for visual presentation of output and speakers
or other sound generating devices for audible presentation of
output. Examples of input devices that can be used for a user
interface include keyboards, and pointing devices, such as
mice, touch pads, and digitizing tablets. As another example,
a computer may receive input information through speech
recognition or in other audible format.

[0473] Such computers may be interconnected by one or
more networks in any suitable form, including a local area
network or a wide area network, such as an enterprise net-
work, and intelligent network (IN) or the Internet. Such net-
works may be based on any suitable technology and may
operate according to any suitable protocol and may include
wireless networks, wired networks or fiber optic networks.
[0474] The various methods or processes outlined herein
may be coded as software that is executable on one or more
processors that employ any one of a variety of operating
systems or platforms. Additionally, such software may be
written using any of a number of suitable programming lan-
guages and/or programming or scripting tools, and also may
be compiled as executable machine language code or inter-
mediate code that is executed on a framework or virtual
machine.

[0475] In this respect, various inventive concepts may be
embodied as a computer readable storage medium (or mul-
tiple computer readable storage media) (e.g., a computer
memory, one or more floppy discs, compact discs, optical
discs, magnetic tapes, flash memories, circuit configurations
in Field Programmable Gate Arrays or other semiconductor
devices, or other non-transitory medium or tangible computer
storage medium) encoded with one or more programs that,
when executed on one or more computers or other processors,
perform methods that implement the various embodiments of
the invention discussed above. The computer readable
medium or media can be transportable, such that the program
or programs stored thereon can be loaded onto one or more
different computers or other processors to implement various
aspects of the present invention as discussed above.

[0476] The terms “program” or “software” are used herein
in a generic sense to refer to any type of computer code or set
of computer-executable instructions that can be employed to
program a computer or other processor to implement various
aspects of embodiments as discussed above. Additionally, it
should be appreciated that according to one aspect, one or
more computer programs that when executed perform meth-
ods of the present invention need not reside on a single com-
puter or processor, but may be distributed in a modular fash-
ion amongst a number of different computers or processors to
implement various aspects of the present invention.
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[0477] Computer-executable instructions may be in many
forms, such as program modules, executed by one or more
computers or other devices. Generally, program modules
include routines, programs, objects, components, data struc-
tures, etc. that perform particular tasks or implement particu-
lar abstract data types. Typically the functionality of the pro-
gram modules may be combined or distributed as desired in
various embodiments.

[0478] Also, data structures may be stored in computer-
readable media in any suitable form. For simplicity of illus-
tration, data structures may be shown to have fields that are
related through location in the data structure. Such relation-
ships may likewise be achieved by assigning storage for the
fields with locations in a computer-readable medium that
convey relationship between the fields. However, any suitable
mechanism may be used to establish a relationship between
information in fields of a data structure, including through the
use of pointers, tags or other mechanisms that establish rela-
tionship between data elements.

[0479] Also, various inventive concepts may be embodied
as one or more methods, of which an example has been
provided. The acts performed as part of the method may be
ordered in any suitable way. Accordingly, embodiments may
be constructed in which acts are performed in an order dif-
ferent than illustrated, which may include performing some
acts simultaneously, even though shown as sequential acts in
illustrative embodiments.

[0480] All definitions, as defined and used herein, should
be understood to control over dictionary definitions, defini-
tions in documents incorporated by reference, and/or ordi-
nary meanings of the defined terms.

[0481] Theindefinite articles “a” and “an,” as used hereinin
the specification and in the claims, unless clearly indicated to
the contrary, should be understood to mean “at least one.”
[0482] The phrase “and/or,” as used herein in the specifica-
tion and in the claims, should be understood to mean “either
or both” of the elements so conjoined, i.e., elements that are
conjunctively present in some cases and disjunctively present
in other cases. Multiple elements listed with “and/or” should
be construed in the same fashion, i.e., “one or more” of the
elements so conjoined. Other elements may optionally be
present other than the elements specifically identified by the
“and/or” clause, whether related or unrelated to those ele-
ments specifically identified. Thus, as a non-limiting
example, a reference to “A and/or B”, when used in conjunc-
tion with open-ended language such as “comprising” can
refer, in one embodiment, to A only (optionally including
elements other than B); in another embodiment, to B only
(optionally including elements other than A); in yet another
embodiment, to both A and B (optionally including other
elements); etc.

[0483] Asusedherein in the specification and in the claims,
“or” should be understood to have the same meaning as
“and/or” as defined above. For example, when separating
items in a list, “or” or “and/or” shall be interpreted as being
inclusive, i.e., the inclusion of at least one, but also including
more than one, of a number or list of elements, and, option-
ally, additional unlisted items. Only terms clearly indicated to
the contrary, such as “only one of” or “exactly one of,” or,
when used in the claims, “consisting of,” will refer to the
inclusion of exactly one element of a number or list of ele-
ments. In general, the term “or” as used herein shall only be
interpreted as indicating exclusive alternatives (i.e. “one or
the other but not both”) when preceded by terms of exclusiv-
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ity, such as “either,” “one of,” “only one of,” or “exactly one
of” “Consisting essentially of,” when used in the claims, shall
have its ordinary meaning as used in the field of patent law.
[0484] Asusedherein in the specification and in the claims,
the phrase “at least one,” in reference to a list of one or more
elements, should be understood to mean at least one element
selected from any one or more of the elements in the list of
elements, but not necessarily including at least one of each
and every element specifically listed within the list of ele-
ments and not excluding any combinations of elements in the
list of elements. This definition also allows that elements may
optionally be present other than the elements specifically
identified within the list of elements to which the phrase “at
least one” refers, whether related or unrelated to those ele-
ments specifically identified. Thus, as a non-limiting
example, “at least one of A and B” (or, equivalently, “at least
one of A or B,” or, equivalently “at least one of A and/or B”)
can refer, in one embodiment, to at least one, optionally
including more than one, A, with no B present (and optionally
including elements other than B); in another embodiment, to
at least one, optionally including more than one, B, withno A
present (and optionally including elements other than A); in
yet another embodiment, to at least one, optionally including
more than one, A, and at least one, optionally including more
than one, B (and optionally including other elements); etc.
[0485] In the claims, as well as in the specification above,
all transitional phrases such as “comprising,” “including,”
“carrying,” “having, 7

2 <

containing,” “involving,” “holding,”
“composed of,” and the like are to be understood to be open-
ended, i.e., to mean including but not limited to. Only the
transitional phrases “consisting of” and “consisting essen-
tially of” shall be closed or semi-closed transitional phrases,
respectively, as set forth in the United States Patent Office
Manual of Patent Examining Procedures, Section 2111.03.

What is claimed is:

1. A method for generating a corrected electronic record of
a locate and/or marking operation performed by a locate
technician, the locate and/or marking operation comprising
locating and/or identifying, using at least one physical locate
mark, a presence or an absence of at least one underground
facility within a dig area, wherein at least a portion of the dig
area may be excavated or disturbed during excavation activi-
ties, the method comprising:

A) electronically receiving first information relating to a
location of the at least one underground facility and/or
the at least one physical locate mark;

B) based at least in part on the first information received in
A), digitally representing, on a display device, the loca-
tion of the least one underground facility and/or the at
least one physical locate mark so as to generate an elec-
tronic visual representation of the locate and/or marking
operation;

C) receiving second information relating to a corrected
location of the at least one underground facility and/or
the at least one physical locate mark;

D) based at least in part on the second information received
in C), digitally representing, on the display device, the
corrected location so as to generate a corrected elec-
tronic visual representation of the locate and/or marking
operation; and

E) electronically transmitting and/or electronically storing
third information relating to the corrected representation
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of'the locate and/or marking operation so as to generate
the corrected electronic record of the locate and/or
marking operation.

2. The method of claim 1, wherein the first information
comprises geographic coordinates corresponding to a refer-
ence location.

3. The method of claim 2, wherein A) comprises receiving
the first information from a GPS-enabled locating and/or
marking device.

4. The method of claim 2, wherein the corrected location, to
which the second information relates, corresponds to the ref-
erence location.

5. The method of claim 4, wherein the second information
comprises geographic coordinates corresponding to the cor-
rected location.

6. The method of claim 5, wherein the second information
comprises image-based geographic coordinates.

7. The method of claim 4, further comprising:

F) determining an offset between the reference location

and the corrected location of the reference location.

8. The method of claim 7, further comprising:

(3) determining an average offset based at least in part on
the offset between the reference location and the cor-
rected location and at least one other determined offset.

9. The method of claim 1, wherein C) comprises receiving
the second information from at least one user input device
associated with the display device.

10. The method of claim 9, wherein the second information
is based, at least in part, on an input received via the at least
one user input device, and wherein the input effects a reposi-
tioning of at least a portion of the electronic visual represen-
tation of the locate and/or marking operation with respect to
an underlying geo-referenced input image.

11. The method of claim 1, wherein B) comprises digitally
representing the location of the least one underground facility
and/or the at least one physical locate mark on an underlying
input image.

12. The method of claim 11, wherein the second informa-
tion comprises information identifying the corrected location
in the input image.

13. The method of claim 11, further comprising:

F) prompting a user to identify the corrected location in the

input image.

14. The method of claim 11, wherein the input image is a
geo-referenced input image.

15. The method of claim 11, wherein the input image
comprises an aerial image.

16. The method of claim 11, wherein the input image
comprises a map.

17. The method of claim 1, further comprising:

F) based at least in part on the second information received
in C), determining a calibration factor for the location of
the at least one underground facility and/or the at least
one physical locate mark; and

() electronically transmitting and/or electronically storing
the calibration factor so as to facilitate correction of
other location data.

18. The method of claim 17, wherein the other location data

relates to another locate and/or marking operation.

19. The method of claim 17, wherein the other location data
relates to another location of the at least one underground
facility and/or the at least one physical locate mark.

20. The method of claim 1, wherein the at least one physi-
cal locate mark comprises a plurality of physical locate marks
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having a plurality of associated deployment times, and
wherein the method further comprises:

F) filtering a first subset of the plurality of physical locate
marks based at least in part on at least some of the
plurality of associated deployment times so as to facili-
tate selection, via at least one user input device associ-
ated with the display device, of a second subset of the
plurality of physical locate marks.

21. A computer-readable storage medium encoded with
instructions that, when executed on at least one processing
unit, perform a method for generating a corrected electronic
record of a locate and/or marking operation performed by a
locate technician, the locate and/or marking operation com-
prising locating and/or identifying, using at least one physical
locate mark, a presence or an absence of at least one under-
ground facility within a dig area, wherein at least a portion of
the dig area may be excavated or disturbed during excavation
activities, the method comprising:

A) electronically receiving first information relating to a
location of the at least one underground facility and/or
the at least one physical locate mark;

B) based at least in part on the first information received in
A), digitally rendering, for display on a display device,
the location of the least one underground facility and/or
the at least one physical locate mark so as to generate an
electronic visual representation of the locate and/or
marking operation;

C) receiving second information relating to a corrected
location of the at least one underground facility and/or
the at least one physical locate mark;

D) based at least in part on the second information received
in C), digitally rendering, for display on the display
device, the corrected location so as to generate a cor-
rected electronic visual representation of the locate and/
or marking operation; and

E) electronically transmitting and/or electronically storing
third information relating to the corrected representation
of the locate and/or marking operation so as to generate
the corrected electronic record of the locate and/or
marking operation.

22. An apparatus for generating a corrected electronic
record of a locate and/or marking operation performed by a
locate technician, the locate and/or marking operation com-
prising locating and/or identifying, using at least one physical
locate mark, a presence or an absence of at least one under-
ground facility within a dig area, wherein at least a portion of
the dig area may be excavated or disturbed during excavation
activities, the apparatus comprising:

a communication interface;

a display device;

at least one user input device associated with the display
device;

a memory to store processor-executable instructions; and

a processing unit coupled to the communication interface,
the display device, the at least one user input device, and
the memory, wherein upon execution of the processor-
executable instructions by the processing unit, the pro-
cessing unit:

A) controls the communication interface to receive first
information relating to a location of the at least one
underground facility and/or the at least one physical
locate mark;

B) based at least in part on the first information received
in A), controls the display device to display the loca-
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tion of the least one underground facility and/or the at
least one physical locate mark so as to generate an
electronic visual representation of the locate and/or
marking operation;

C) controls the at least one user input device to receive
second information relating to a corrected location of
the at least one underground facility and/or the at least
one physical locate mark;

D) based at least in part on the second information
received in C), controls the display device to display
the corrected location so as to generate a corrected
electronic visual representation of the locate and/or
marking operation; and

E) controls the communication interface and/or the
memory to electronically transmit and/or electroni-
cally store third information relating to the corrected
representation of the locate and/or marking operation
s0 as to generate the corrected electronic record of the
locate and/or marking operation.

23. A method for generating a calibration factor based on
user input received in connection with a location of at least
one underground facility and/or at least one physical locate
mark of a locate and/or marking operation performed by a
locate technician, the locate and/or marking operation com-
prising locating and/or identifying, using the at least one

44
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physical locate mark, a presence or an absence of the at least
one underground facility within a dig area, wherein at least a
portion of the dig area may be excavated or disturbed during
excavation activities, the method comprising:

A) electronically receiving first information relating to a
location of the at least one underground facility and/or
the at least one physical locate mark;

B) based at least in part on the first information received in
A), digitally representing, on a display device, the loca-
tion of the least one underground facility and/or the at
least one physical locate mark so as to generate an elec-
tronic representation of the locate and/or marking opera-
tion;

C) receiving second information relating to a corrected
location of the at least one underground facility and/or
the at least one physical locate mark;

D) based at least in part on the second information received
in C), determining a calibration factor for the location of
the at least one underground facility and/or the at least
one physical locate mark; and

E) electronically transmitting and/or electronically storing
the calibration factor so as to facilitate correction of
other location data.



	Page 1 - Bibliography/Abstract
	Page 2 - Drawings
	Page 3 - Drawings
	Page 4 - Drawings
	Page 5 - Drawings
	Page 6 - Drawings
	Page 7 - Drawings
	Page 8 - Drawings
	Page 9 - Drawings
	Page 10 - Drawings
	Page 11 - Drawings
	Page 12 - Drawings
	Page 13 - Drawings
	Page 14 - Drawings
	Page 15 - Drawings
	Page 16 - Drawings
	Page 17 - Drawings
	Page 18 - Drawings
	Page 19 - Drawings
	Page 20 - Drawings
	Page 21 - Drawings
	Page 22 - Drawings
	Page 23 - Drawings
	Page 24 - Drawings
	Page 25 - Drawings
	Page 26 - Drawings
	Page 27 - Drawings
	Page 28 - Drawings
	Page 29 - Drawings
	Page 30 - Drawings
	Page 31 - Drawings
	Page 32 - Drawings
	Page 33 - Drawings
	Page 34 - Drawings
	Page 35 - Drawings
	Page 36 - Drawings
	Page 37 - Drawings
	Page 38 - Drawings
	Page 39 - Drawings
	Page 40 - Drawings
	Page 41 - Drawings
	Page 42 - Drawings
	Page 43 - Drawings
	Page 44 - Drawings
	Page 45 - Drawings
	Page 46 - Drawings
	Page 47 - Drawings
	Page 48 - Drawings
	Page 49 - Drawings
	Page 50 - Drawings
	Page 51 - Drawings
	Page 52 - Drawings
	Page 53 - Description
	Page 54 - Description
	Page 55 - Description
	Page 56 - Description
	Page 57 - Description
	Page 58 - Description
	Page 59 - Description
	Page 60 - Description
	Page 61 - Description
	Page 62 - Description
	Page 63 - Description
	Page 64 - Description
	Page 65 - Description
	Page 66 - Description
	Page 67 - Description
	Page 68 - Description
	Page 69 - Description
	Page 70 - Description
	Page 71 - Description
	Page 72 - Description
	Page 73 - Description
	Page 74 - Description
	Page 75 - Description
	Page 76 - Description
	Page 77 - Description
	Page 78 - Description
	Page 79 - Description
	Page 80 - Description
	Page 81 - Description
	Page 82 - Description
	Page 83 - Description
	Page 84 - Description
	Page 85 - Description
	Page 86 - Description
	Page 87 - Description
	Page 88 - Description
	Page 89 - Description
	Page 90 - Description
	Page 91 - Description
	Page 92 - Description
	Page 93 - Description
	Page 94 - Description/Claims
	Page 95 - Claims
	Page 96 - Claims

