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[Fig. 13]
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[Fig. 14]
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[Fig. 25]

(a)

[123}[@}[8{)609%[ @ E[ . ][ return]

PL PR

(b)




Patent Application Publication  Jan. 30, 2014 Sheet 21 of 35 US 2014/0028567 A1

[Fig. 26]
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DISPLAY DEVICE AND CONTROL METHOD
THEREOF

TECHNICAL FIELD

[0001] This document relates to a display device and a
control method thereof, and more particularly, to a display
device, capable of displaying a virtual keyboard correspond-
ing to a hand gesture for character input so that a user may not
perform an additional operation to display the visual key-
board, and a control method thereof.

BACKGROUND ART

[0002] The functional diversification of terminals, such as
personal computers, laptop computers, cellular phones or the
like, has led to the implementation of multimedia player type
terminals equipped with complex functions of, for example,
capturing motion images, shooting still photos, reproducing
music or video files, providing games, receiving broadcasting
signals or the like.

[0003] Terminals, as multimedia devices, may be called
display devices in that they are generally configured to dis-
play a variety of image information.

[0004] Such display devices may be classified into portable
and stationary types according to the mobility thereof. For
example, portable display devices may be laptop computers,
cellular phones or the like, and the stationary display devices
may be televisions, monitors for desktop computers, or the
like.

DISCLOSURE OF INVENTION

Technical Problem

[0005] It is, therefore, an object of this document to effi-
ciently provide a display device, capable of displaying a
virtual keyboard corresponding to a hand gesture for charac-
ter input so that a user may not perform an additional opera-
tion to display the virtual keyboard, and a control method
thereof.

Solution to Problem

[0006] According to an aspect of this document, there is
provided a display device including: a display; a camera
capturing a gesture in a three dimensional space; and a con-
troller selectively displaying a virtual keyboard correspond-
ing to a hand gesture for character input on the display when
the captured gesture includes the hand gesture for the char-
acter input.

[0007] The controller may determine whether or not the
hand gesture is made for character input, on the basis of at
least one of a position and a motion of a hand making the hand
gesture.

[0008] The position of the hand may include a height of at
least one of both hands of a user, a distance between a body of
the user and at least one of both hands, and a direction in
which at least one of the hands of the user faces with respect
to a shooting direction of the camera.

[0009] The motion of the hand may include folding and
unfolding at least one finger of the hand.

[0010] The controller may display the virtual keyboard cor-
responding to at least one of a position of the hand making the
hand gesture for character input, the number of hands, the
number of unfolded fingers, and an angle of the hand with
respect to a reference surface.
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[0011] The hand gesture for character input may be made
with both hands of the user, the controller divides the virtual
keyboard into a plurality of regions to allow inputs, made by
the hand gesture of the hands, to correspond to the divided
regions, respectively.

[0012] The controller may display at least one first pointer
corresponding to at least one finger unfolded for the character
input on the virtual keyboard.

[0013] When a plurality of fingers are unfolded for the
character input, the controller may display a plurality of first
pointers, respectively corresponding to the plurality of fin-
gers, to vary in at least one of color and shape.

[0014] The controller may change a state of the virtual
keyboard being displayed when the hand gesture is not made
for longer than a first period of time.

[0015] The state ofthe virtual keyboard may include at least
one of a state in which the virtual keyboard is activated to
enable character input using the hand gesture, a dimming
state waiting for character input using the hand gesture when
the first period of time elapses, and a state in which the virtual
keyboard is inactivated when a second period time elapses
from the first period of time.

[0016] The hand gesture for the character input may
include a gesture made with at least one finger unfolded for
the character input, wherein, when the gesture made with the
at least one unfolded finger moves outside a region in which
the virtual keyboard is displayed, the controller may display a
second pointer corresponding to the gesture of the at least one
finger.

[0017] The controller may cause the displayed virtual key-
board to disappear when the gesture made with the at least one
unfolded finger moves completely out of the region in which
the virtual keyboard is displayed.

[0018] The hand gesture for the character input may be a
gesture made with a plurality of spread fingers of a hand
making the hand gesture, wherein the controller may cause
the displayed virtual keyboard to disappear in the case of a
first state in which only one finger of the hand is unfolded, a
second state in which at least two of the plurality of fingers are
in contact, or a third state in which at least one finger of the
hand is folded.

[0019] In the first, second or third state, the controller may
display a second pointer moving corresponding to one of the
hand and the fingers of the hand.

[0020] The controller may display the virtual keyboard
when the hand gesture for the character input is captured
while an application requiring the character input is in opera-
tion.

[0021] According to another aspect of this document, there
is provided a display device including: a display; a camera
capturing a gesture in a three dimensional space; and a con-
troller displaying a virtual keyboard corresponding to the
captured gesture on the display such that an angle of a hand
making the gesture with respect to a reference surface is
reflected therein.

[0022] The controller may display the virtual keyboard
when it is determined that the gesture is a hand gesture for
character input, on the basis of at least one of a position and a
motion of the hand making the gesture.

[0023] The controller may change an angle at which the
virtual keyboard is displayed according to a change in an
angle between the reference surface and the hand making the
gesture.
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[0024] The controller may fix an angle of the virtual key-
board to be displayed, regardless of the change in angle
between the reference surface and the hand making the ges-
ture.

[0025] The display may include a panel for displaying a
stereoscopic image, wherein the controller may display a
stereo disparity for the virtual keyboard, displayed corre-
sponding to the gesture, so as to be substantially the same as
a stereo disparity of a user for the hand making the gesture.

[0026] The controller may maintain the stereo disparity for
the virtual keyboard, displayed corresponding to the gesture,
to be the same as the stereo disparity of the user for the hand
making the gesture, regardless of a distance between the
display and the user making the gesture.

[0027] The controller may change the stereo disparity for
the virtual keyboard corresponding to the gesture.

[0028] The controller may display the virtual keyboard cor-
responding to the position of the hand in the three dimen-
sional space.

[0029] According to another aspect of this document, there
is provided a display device including: a display; a camera
capturing a gesture in a three dimensional space; and a con-
troller executing a character input mode for displaying a
virtual keyboard corresponding to the gesture according to a
motion of fingers included in the captured gesture, and a
hovering mode for displaying a pointer corresponding to the
gesture.

[0030] The controller may perform the character input
mode when the motion of the fingers is associated with
spreading a plurality of fingers of the hand making the ges-
ture.

[0031] The controller may convert from the character input
mode into the hovering mode when the gesture made with the
spread fingers moves completely out of a region in which the
virtual keyboard is displayed.

[0032] The controller may perform the hovering mode
when the motion of the fingers is in a first state in which only
one finger of the hand making the gesture is unfolded, a
second state in which at least two of the fingers are in contact,
or a third state in which at least one finger of the hand is
folded.

[0033] According to another aspect of this document, there
is provided a control method of a display device, including:
capturing a gesture of a user in a three dimensional space; and
displaying a virtual keyboard corresponding to a hand gesture
for character input when the captured gesture includes the
hand gesture for the character input.

[0034] The displaying of the virtual keyboard may include
determining whether or not the hand gesture is made for
character input, on the basis of at least one of a position and a
motion of a hand making the hand gesture.

[0035] The control method may further include displaying
onthe virtual keyboard at least one first pointer corresponding
to at least one finger unfolded for the character input

[0036] The control method may further include changing a
state of the displayed virtual keyboard when the hand gesture
is not made for a set period of time.

[0037] The control method may further include, when a
gesture of at least one finger unfolded for the character input
moves outside a region of the virtual keyboard is displayed,
displaying a second pointer corresponding to the gesture of
the at least one finger.
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[0038] Inthe displaying of the virtual keyboard, the virtual
keyboard may be displayed so as to reflect an angle between
a reference surface and a hand making the gesture.

[0039] In the displaying of the virtual keyboard, a stereo
disparity for the virtual keyboard displayed corresponding to
the gesture may be displayed to be substantially the same as a
stereo disparity of a user for a hand making the gesture.
Advantageous Effects of Invention

[0040] In the display device and control method thereof
according to embodiments of this document, a virtual key-
board corresponding to a hand gesture for character input is
displayed, so that the user may not perform an additional
operation to display the virtual keyboard.

BRIEF DESCRIPTION OF DRAWINGS

[0041] FIG.1isablockdiagram ofa display device relating
to an embodiment of this document.

[0042] FIG. 2 is a view illustrating an example of a user s
gesture input to the display device depicted in FIG. 1.

[0043] FIG. 3 is a flowchart according to an embodiment of
this document.
[0044] FIG. 4 is a flowchart illustrating a process for a

virtual keyboard display mode in FIG. 3.

[0045] FIG. 5is a view illustrating a webpage as one exem-
plary case where the input of characters is required.

[0046] FIGS. 6 through 10 are views illustrating the posi-
tions of the hand and fingers.

[0047] FIG. 11 is a flowchart illustrating, in detail, the
process of displaying a virtual keyboard in FIG. 3.

[0048] FIGS. 12 through 13 are views illustrating various
types of virtual keyboards.

[0049] FIGS. 14 through 18 are views illustrating the dis-
play of a virtual keyboard corresponding to the hand and/or
the fingers.

[0050] FIGS. 19 and 20 are views illustrating display states
of a virtual keyboard according to a hand position.

[0051] FIGS. 21 and 22 are views illustrating a virtual
keyboard on which pointers are displayed corresponding to
the fingers.

[0052] FIGS. 23 through 27 are views illustrating the pro-
cess of displaying a virtual keyboard in a mobile terminal
according to another embodiment of this document.

[0053] FIGS. 28 through 31 are views illustrating the pro-
cess of displaying a virtual keyboard in a mobile terminal
according to another embodiment of this document.

[0054] FIGS. 32 and 33 are views for explaining a method
for displaying a stereoscopic image by using a binocular
parallax according to an exemplary embodiment of this docu-
ment.

[0055] FIGS. 34 through 37 are views for explaining a
method for displaying a stereoscopic image.

[0056] FIG. 38 is a view illustrating a virtual keyboard
displayed in a virtual space according to another embodiment
of this document.

[0057] FIGS. 39 and 40 are views illustrating the positions
of a virtual keyboard according to hand gestures and posi-
tions.

[0058] FIGS. 41 through 43 are views illustrating relation-
ship between the display of a virtual keyboard and the dis-
tance to the display device.

[0059] FIGS. 44 through 47 are views illustrating the pro-
cess of displaying a virtual keyboard according to another
embodiment of this document.
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[0060] FIG. 48 is a view illustrating the display of a plural-
ity of virtual keyboards according to another embodiment of
this document.

[0061] FIG. 49 is a view illustrating the process of activat-
ing and inactivating a virtual keyboard according to another
embodiment of this document.

MODE FOR THE INVENTION

[0062] This document will now be described more fully
with reference to the accompanying drawings, in which
exemplary embodiments of this document are shown. This
document may, however, be embodied in many different
forms and should not be construed as being limited to the
embodiments set forth herein; rather, there embodiments are
provided so that this disclosure will be thorough and com-
plete, and will fully convey the concept of this document to
those skilled in the art.

[0063] Hereinafter, a mobile terminal relating to this docu-
ment will be described below in more detail with reference to
the accompanying drawings. In the following description,
suffixes “module” and “unit” are given to components of the
mobile terminal in consideration of only facilitation of
description and do not have meanings or functions discrimi-
nated from each other.

[0064] The mobile terminal described in the specification
can include a cellular phone, a smart phone, a laptop com-
puter, a digital broadcasting terminal, personal digital assis-
tants (PDA), a portable multimedia player (PMP), a naviga-
tion system and so on.

[0065] FIG.1isablock diagram ofa display devicerelating
to an embodiment of this document.

[0066] As shown, the display device 100 may include a
communication unit 110, a user input unit 120, an output unit
150, a memory 160, an interface 170, a controller 180, and a
power supply 190. Not all of the components shown in FIG. 1
may be essential parts and the number of components
included in the display device 100 may be varied.

[0067] The communication unit 110 may include at least
one module that enables communication between the display
device 100 and a communication system or between the dis-
play device 100 and another device. For example, the com-
munication unit 110 may include a broadcasting receiving
module 111, an Internet module 113, and a near field com-
munication module 114.

[0068] Thebroadcasting receiving module 111 may receive
broadcasting signals and/or broadcasting related information
from an external broadcasting management server through a
broadcasting channel.

[0069] The broadcasting channel may include a satellite
channel and a terrestrial channel, and the broadcasting man-
agement server may be a server that generates and transmits
broadcasting signals and/or broadcasting related information
or a server that receives previously created broadcasting sig-
nals and/or broadcasting related information and transmits
the broadcasting signals and/or broadcasting related informa-
tion to a terminal. The broadcasting signals may include not
only TV broadcasting signals, radio broadcasting signals, and
data broadcasting signals but also signals in the form of a
combination of a TV broadcasting signal and a radio broad-
casting signal of a data broadcasting signal.

[0070] The broadcasting related information may be infor-
mation on a broadcasting channel, a broadcasting program or
a broadcasting service provider, and may be provided even
through a communication network.
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[0071] The broadcasting related information may exist in
various forms. For example, the broadcasting related infor-
mation may exist in the form of an electronic program guide
(EPG) of a digital multimedia broadcasting (DMB) system or
in the form of an electronic service guide (ESG) of a digital
video broadcast-handheld (DVB-H) system.

[0072] Thebroadcasting receiving module 111 may receive
broadcasting signals using various broadcasting systems. The
broadcasting signals and/or broadcasting related information
received through the broadcasting receiving module 111 may
be stored in the memory 160.

[0073] The Internet module 113 may correspond to a mod-
ule for Internet access and may be included in the display
device 100 or may be externally attached to the display device
100.

[0074] The near field communication module 114 may cor-
respond to a module for near field communication. Further,
Bluetooth, radio frequency identification (RFID), infrared
data association (IrDA), ultra wideband (UWB) and/or Zig-
Bee may be used as a near field communication technique.
[0075] Theuserinput 120 is used to input an audio signal or
a video signal and may include a camera 121 and a micro-
phone 122.

[0076] The camera 121 may process image frames of still
images or moving images obtained by an image sensor in a
video telephony mode or a photographing mode. The pro-
cessed image frames may be displayed on a display 151. The
camera 121 may be a 2D or 3D camera. In addition, the
camera 121 may be configured in the form of a single 2D or
3D camera or in the form of a combination of the 2D and 3D
cameras.

[0077] The image frames processed by the camera 121 may
be stored in the memory 160 or may be transmitted to an
external device through the communication unit 110. The
display device 100 may include at least two cameras 121.
[0078] The microphone 122 may receive an external audio
signal in a call mode, a recording mode or a speech recogni-
tion mode and process the received audio signal into electric
audio data. The microphone 122 may employ various noise
removal algorithms for removing or reducing noise generated
when the external audio signal is received.

[0079] The outputunit 150 may include the display 151 and
an audio output module 152.

[0080] Thedisplay 151 may display information processed
by the display device 100. The display 151 may display a user
interface (UI) or a graphic user interface (GUI) relating to the
display device 100. In addition, the display 151 may include
at least one of a liquid crystal display, a thin film transistor
liquid crystal display, an organic light-emitting diode display,
a flexible display and a three-dimensional display. Some of
these displays may be of a transparent type or a light trans-
missive type. That is, the display 151 may include a transpar-
ent display. The transparent display may include a transparent
liquid crystal display. The rear structure of the display 151
may also be of a light transmissive type. Accordingly, a user
may see an object located behind the body of terminal through
the transparent area of the terminal body, occupied by the
display 151.

[0081] The display device 100 may include at least two
displays 151. For example, the display device 100 may
include a plurality of displays 151 that are arranged on a
single face at a predetermined distance or integrated displays.
The plurality of displays 151 may also be arranged on diftfer-
ent sides.
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[0082] Further, when the display 151 and a sensor sensing
touch (hereafter referred to as a touch sensor) form a layered
structure that is referred to as a touch screen, the display 151
may be used as an input device in addition to an output device.
The touch sensor may be in the form of a touch film, a touch
sheet, and a touch pad, for example.

[0083] Thetouchsensor may convert a variation in pressure
applied to a specific portion of the display 151 or a variation
in capacitance generated at a specific portion of the display
151 into an electric input signal. The touch sensor may sense
pressure of touch as well as position and area of the touch.
[0084] When the user applies a touch input to the touch
sensor, a signal corresponding to the touch input may be
transmitted to a touch controller. The touch controller may
then process the signal and transmit data corresponding to the
processed signal to the controller 180. Accordingly, the con-
troller 180 can detect a touched portion of the display 151.
[0085] The audio output module 152 may output audio data
received from the radio communication unit 110 or stored in
the memory 160. The audio output module 152 may output
audio signals related to functions, such as a call signal incom-
ing tone and a message incoming tone, performed in the
display device 100.

[0086] The memory 160 may store a program for operation
of'the controller 180 and temporarily store input/output data
such as a phone book, messages, still images, and/or moving
images. The memory 160 may also store data about vibrations
and sounds in various patterns that are output from when a
touch input is applied to the touch screen.

[0087] The memory 160 may include at least a flash
memory, a hard disk type memory, a multimedia card micro
type memory, a card type memory, such as SD or XD
memory, a random access memory (RAM), a static RAM
(SRAM), a read-only memory (ROM), an electrically eras-
able programmable ROM (EEPROM), a programmable
ROM (PROM) magnetic memory, a magnetic disk or an
optical disk. The display device 100 may also operate in
relation to a web storage performing the storing function of
the memory 160 on the Internet.

[0088] The interface 170 may serve as a path to all external
devices connected to the mobile terminal 100. The interface
170 may receive data from the external devices or power and
transmit the data or power to internal components of the
display device terminal 100 or transmit data of the mobile
terminal 100 to the external devices. For example, the inter-
face 170 may include a wired/wireless headset port, an exter-
nal charger port, a wired/wireless data port, a memory card
port, a port for connecting a device having a user identifica-
tion module, an audio I/O port, a video 1/O port, and/or an
earphone port.

[0089] The controller 180 may control overall operations of
the mobile terminal 100. For example, the controller 180 may
perform control and processing for voice communication.
The controller 180 may also include an image processor 182
for pressing image, which will be explained later.

[0090] The power supply 190 receives external power and
internal power and provides power required for each of the
components of the display device 100 to operate under the
control of the controller 180.

[0091] Various embodiments described in this document
can be implemented in software, hardware or a computer
readable recording medium. According to hardware imple-
mentation, embodiments of this document may be imple-
mented using at least one of application specific integrated

Jan. 30, 2014

circuits (ASICs), digital signal processors (DSPs), digital
signal processing devices (DSPDs), programmable logic
devices (PLDs), field programmable gate arrays (FPGAs),
processors, controllers, micro-controllers, microprocessors,
and/or electrical units for executing functions. The embodi-
ments may be implemented by the controller 180 in some
cases.

[0092] According to software implementation, embodi-
ments such as procedures or functions may be implemented
with a separate software module executing at least one func-
tion or operation. Software codes may be implemented
according to a software application written in an appropriate
software language. The software codes may be stored in the
memory 160 and executed by the controller 180.

[0093] FIG. 2 is a view illustrating an example of a user’s
gesture input to the display device depicted in FIG. 1.
[0094] As shown in the drawing, the display device 100
according to an embodiment of this document may capture a
gesture made by a user U and execute an appropriate function
corresponding to the captured gesture.

[0095] The display device 100 may be a variety of elec-
tronic devices including the display 151 capable of displaying
an image. That is, the electronic device 100 may be of a
stationary type fixed to a specific location due to its large
volume, such as a TV, or of a mobile terminal type such as a
cell phone. The display device 100 may be provided with the
camera 121 capable of capturing a gesture made by the user
U.

[0096] The camera 121 may be an optical electronic device
that captures the front side of the display device 100. The
camera 121 may be a two-dimensional (2D) camera for cap-
turing a 2D image and/or a three-dimensional (3D) camera
for capturing a 3D image. In FIG. 2, a single camera 121 is
illustrated as being mounted on the central portion of the top
edge of the display device 100 for ease of understanding, but
the camera 121 may vary in kind, location and number.
[0097] When the controller 180 finds the user U having
control, the controller 180 may track the user U with control.
The control may be given and tracked on the basis of an image
captured by the camera 121 provided on the display device
100. That is, the controller 180 may analyze the captured
image so as to continuously determine whether or not a spe-
cific user U is present, whether or not the specific user U
makes a gesture required for the acquisition of control,
whether or not the specific user U is moving, and the like.
[0098] The controller 180 may analyze a gesture made by
the user U having control from the captured image. For
example, if a person who is making a specific gesture has not
acquired control, a specific function corresponding to the
specific gesture may not be executed. However, if the person
is the user U having control, the specific function correspond-
ing to the specific gesture can be executed.

[0099] The gesture of the user U may be various motions
using the body of the user U. For example, the user U’s sitting
down, standing up, running or moving may be considered to
be a gesture. Furthermore, a motion made by using the head,
foot, hand H or the like may be considered to be a gesture.
Hereinafter, among the various gestures of the user U, a hand
gesture that the user U makes using his hand H will be
described by way of example. However, this is merely to
assist with understanding the embodiment, and the invention
is not limited to the user’s hand gesture.

[0100] FIG. 3 is a flowchart according to an embodiment of
this document.
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[0101] As shown therein, the controller 180 of the mobile
terminal 100 according to an embodiment of this document
may activate the camera 121 in operation S10.

[0102] The camera 121 may be selectively activated. For
example, the camera 121 may be activated when there is need
to acquire the user’s gesture. Furthermore, if there are a
plurality of cameras 121, only a portion thereof may be selec-
tively activated. For example, a 2D camera may be activated
under normal conditions, while a 3D camera may be activated
when a specific gesture of the user U needs to be captured.
[0103] When the camera 121 is activated, the user U’s
gesture may be acquired in operation S20.

[0104] The user U’s gesture may refer to a body motion
made by the user U. That is, the gesture may be various
gestures made by the user U within a shooting range of the
camera 121. Among the various gestures, a motion associated
with the hand of the user U may be considered to be a hand
gesture. For example, hand-related motions such as raising
the hand, moving the hand from side to side, unfolding the
fingers, clasping a fist, and the like may be considered to be
hand gestures.

[0105] The camera 121 may utilize a 2D camera, a 3D
camera or both to acquire the user’s gesture. For example, the
2D camera may serve to determine whether or not the user U
has entered the shooting area of the camera 121, whether or
not the user U makes a gesture, or the like. Also, the 3D
camera may serve to more clearly and quickly determine
which gesture the user U is making. Such division of func-
tions may be appropriately controlled according to differ-
ences in processing speed and/or focusing area between the
2D camera and the 3D camera.

[0106] It may be determined whether to enter a virtual
keyboard (VK in FIGS. 12A and 12B) display mode in opera-
tion S30.

[0107] When theuser Uis to input characters, the controller
180 may display a virtual keyboard VK (see FIGS. 12A and
12B). The virtual keyboard VK may be displayed on the
display 151. Furthermore, as will be described later, the vir-
tual keyboard VK may be displayed so as to create the impres-
sion that it is located adjacent to the hand H of the user Uin a
3D virtual space VS (see FIG. 32).

[0108] The virtual keyboard display mode may be initiated
when the user U makes a gesture to input characters. For
example, when the user spreads his fingers in the 3D space in
a similar way to inputting characters using an actual key-
board, the virtual keyboard VK may be displayed. The pro-
cess of entering the virtual keyboard display mode will be
described later in the corresponding section.

[0109] When the virtual keyboard display mode is initiated,
the virtual keyboard VK is displayed in operation S40, and
input through the virtual keyboard VK may be acquired in
operation S50.

[0110] As described above, the input through the virtual
keyboard VK may be made on the basis of the user U’s gesture
captured by the camera 121. That is, when the user U moves
his hand and/or finger in the space, input on the virtual key-
board VK may be made accordingly. Since the input may be
made on the basis of a gesture obtained from an image cap-
tured by the camera 121, a separate device, such as a remote
controller, may not be required. Thus, the display device 100
can be more conveniently manipulated.

[0111] FIG. 4 is a flowchart showing in more detail a pro-
cess for the virtual keyboard display mode depicted in FIG. 3,
and FIG. 5 is a view illustrating a webpage as one example of
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the case where the input of characters is required. FIGS. 6
through 10 are views showing positions of the hands and
fingers.

[0112] As shown in the drawings, the display device 100
according to an embodiment of this document may display a
virtual keyboard VK to receive character input when the user
U makes a gesture to input characters. This may contribute to
avoiding inconvenience of making a separate gesture for
character input.

[0113] As shown in FIG. 4, the operation S30 of FIG. 3 in
which it is determined whether to enter the virtual keyboard
display mode may include determining whether or not the
input of characters is required in operation S31.

[0114] In using the display device 100, there may be the
case where the input of characters from the user U is required.
For example, if a word processor application or a notepad
application is in use, the user U may need to input characters.
Furthermore, there may be the case where the input of char-
acters needs to be made on a portion of a corresponding
application, not the entirety thereof.

[0115] As shown in FIG. 5, in the case of a webpage,
characters need to be input on a portion designated for search
keyword input, but the other portion of the webpage may not
be in need of separate character input. That is, characters do
notneed to be inputina first area A1 where various articles are
displayed, while character input is required in a second area
A2 designated for keyword input. Accordingly, when the
second area A2 is selected by the user U’s gesture, the con-
troller 180 determines that the user U has an intention to input
characters, and may then display a virtual keyboard VK. In
contrast, when the first area Al is selected by the user U’s
gesture, the display of the virtual keyboard VK may be
released.

[0116] When the input of characters is required, a captured
image may be analyzed in operation S32.

[0117] An analysis of a captured image may be performed
by using various image analysis techniques. For example, the
captured image may be analyzed by tracking an outline of an
image or on the basis of the characteristic appearance of the
user U, such as the eyes, nose, mouth, and the like. U. Fur-
thermore, an analysis of the captured image may be carried
out on the basis of links L. (see FIG. 6) based on positions of
the joints of the user U.

[0118] Through the above analysis of the captured image, a
position of the hand H may be acquired in operation S33, and
a position of the fingers F may be acquired in operation S34.
[0119] As described above, the gesture may be a hand ges-
ture. The hand gesture may be a motion of changing the
position of the hand H in a space by raising the arm, or a
motion of folding or unfolding the finger F at a specific
position.

[0120] On the basis of the positions of the hand H and the
finger F, it may be determined whether the positions of the
hand H and the finger F are appropriate for the input of
characters in operation S35.

[0121] As in the case depicted in FIGS. 6A and 6B, if the
position of the hand H of the user

[0122] U is inappropriate for gesture input, the controller
180 may determine that the user U does not have an intention
to input characters.

[0123] AsshowninFIG. 6A, the user U may have his hands
H facing downwards. That is, the user U may let the left hand
H and the right hand HR hang down from the shoulders. If
such a gesture is input through the camera 121, the controller
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180 may determine that the user U has no intention to input
characters. That is, this may be the situation where the posi-
tion of the hand H is inappropriate for character input.
[0124] Asshown in FIG. 6B, the user U may have his hands
H behind the back. When such a gesture is input through the
camera 121, the control 180 may determine that the user U has
no intention to input characters.

[0125] Asshown in FIG. 7A, the user U may slightly put up
his hands H in front of the body. Since the user U puts up the
hand H in front of the body toward the camera 121, the
controller 180 may determine that the user U has an intention
to input characters by using both hands H.

[0126] As shown in FIG. 7B, the user U may put up only
one hand H. That is, the left hand

[0127] HL may hang down from the shoulder while only
the right hand HR is held up. In this case, the controller 180
may determine that the user U has an intention to input char-
acters with the right hand HR.

[0128] Asshownin FIGS. 8A and 8B, the user U may make
a fist with his right hand HR. If the user U is making a gesture
of clenching the fist, it may be determined that the user U has
no intention to input characters at the corresponding time
point at least.

[0129] As shown in FIG. 9A, the user U may unfold the
index finger FR2 of the right hand HR. When this gesture is
input, the controller 180 may determine that the user U has an
intention to perform character input using a single finger of
one hand.

[0130] As shown in FIG. 9B. the user U may unfold all the
five digits (fingers) FR ofhis right hand HR. This gesture may
be similar to a gesture of typing on a keyboard. Thus, the
controller 180 may determine that the user U is making a
standby gesture for character input.

[0131] As shown in FIG. 10A, the user U may make a
gesture of unfolding the index finger FR2 of the right hand
HR and the index finger FL.2 of the left hand HL. This gesture
may be a gesture that the user U makes to input characters
with the two fingers FR2 and FL2.

[0132] As shown in FIG. 10B, the user U may make a
gesture of spreading both the left hand HL. and the right hand
HR. This gesture may be a gesture that the use U makes to
input characters with both hands HL. and HR.

[0133] If the positions of the hands and/or the fingers FR
and FL are considered to be appropriate for character input,
the virtual keyboard display mode may be initiated in opera-
tion 36.

[0134] The controller 180 may initiate the virtual keyboard
display mode when character input is required and the finger
(s) and/or the hand(s) are in appropriate position for the
character input on the basis of the user U’s gesture. That is, the
virtual keyboard VK may be displayed on the display 151.
[0135] FIG. 11 is a flowchart of the concrete process of
displaying the virtual keyboard depicted in FIG. 3. FIGS. 12A
through 13B are views illustrating types of virtual keyboard.
FIGS. 14 through 18 are views illustrating the display of a
virtual keyboard corresponding to the hand(s) or finger(s).
FIGS. 19A through 20B are views illustrating a display state
of a virtual keyboard according to the position of the hand.
Furthermore, FIGS. 21 and 22 are views illustrating a virtual
keyboard displaying pointers corresponding to the fingers.
[0136] As shown in the drawings, in the display device 100
according to an embodiment of this document, the displaying
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of a virtual keyboard VK in operation S40 depicted in FIG. 3
may include determining a type of virtual keyboard VK to be
displayed in operation S41.

[0137] The virtual keyboard VK may be displayed in vari-
ous forms. For example, the virtual keyboard VK may be a
QWERTY type keyboard or a number only keyboard.
[0138] As shown in FIGS. 12A through 13B, in the case of
aQWERTY type keyboard arrangement, the virtual keyboard
may be an English keyboard as shown in FIG. 12A, a Korean
keyboard as shown in FIG. 12B, a number and special-char-
acter keyboard as shown in FIG. 13 A, or a special-character
keyboard as shown in FIG. 13B. The virtual keyboards VK in
FIGS. 12A through 13B are illustrated by way of example,
and various types of virtual keyboards may be displayed on
the display 151.

[0139] After the type of virtual keyboard VK to be dis-
played is determined, the virtual keyboard VK may be dis-
played corresponding to the hand(s) H and the finger(s) F in
operation S42.

[0140] The virtual keyboard VK may be displayed corre-
sponding to the user U's hand(s) H and finger(s) F used for
input. For example, the display of the virtual keyboard VK or
a region of the virtual keyboard VK corresponding to each
hand may be varied according to whether the user U inputs
characters with one hand or both hands and how many fingers
are used to input characters. Furthermore, the display state of
the virtual keyboard may be varied according to an angle
between a specific plane and the hand H and/or finger F, and
the like.

[0141] As shown in FIG. 14, when a gesture of raising the
user’s right hand HR toward the camera 121 in order to input
characters is captured, the controller 180 may determine that
the user has an intention to input characters with only one
finger of one hand of the user. Accordingly, the controller 180
may display on the display 151 the virtual keyboard VK
corresponding to the user’s gesture.

[0142] Thedisplayed virtual keyboard VK may correspond
to a gesture area in which the right hand HR lifted for char-
acter input is expected to move. That is, in the case where the
user unfolds only the index finger FR2 while folding other
fingers, a first gesture area Al corresponding to a first gesture
range R1 in which the index finger FR2 can move may cor-
respond to the entirety of the virtual keyboard VK. Accord-
ingly, the user may touch the virtual keyboard VK from the
very left button to the very right button by moving only the
index finger FR2 from side to side without moving the right
hand HR to a large extent.

[0143] AsshowninFIG. 15, the controller 180 may display
the virtual keyboard VK to match a second gesture area A2
corresponding to a second gesture range R2 in which the user
moves the right hand HR within a predetermined range.
[0144] AsshowninFIG. 16, the controller 180 may display
the virtual keyboard VK to match first and third gesture areas
Al and A3 respectively corresponding to the right hand HR
and left hand HL of the user. That is, the first gesture area A1
may correspond to the right half of the virtual keyboard VK,
and the third gesture area A3 may correspond to the left half
of the virtual keyboard VK. In this case, the first and third
gesture areas Al and A3 may correspond to the right index
finger and the left index finger FR2 and FL.2.

[0145] AsshowninFIG. 17, the controller 180 may display
the virtual keyboard VK to match a fourth gesture area A4, the
gesture range of the five fingers FR of the right hand HR of'the
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user. The fourth gesture area A4 may correspond to a third
gesture range R3 in which the five fingers F of the right hand
HR move.

[0146] AsshowninFIG. 18, the controller 180 may display
the virtual keyboard VK to match a fourth gesture area A4,
which is a gesture range of the five fingers FR ofthe right hand
HR of the user, and a fifth gesture area A5, which is a gesture
range of the five fingers FL of the left hand HL.. That is, the
right half of the virtual keyboard corresponds to the fourth
gesture area A4, and the left half thereof may correspond to
the fifth gesture area AS.

[0147] Since the entirety or a portion of the virtual key-
board VK corresponds to the gesture range of each hand or
finger, the user may input characters without greatly moving
the hand. Accordingly, fatigue caused by the gesture input
may be reduced.

[0148] As shown in FIG. 19A through 19C, the controller
180 may change a display state of the virtual keyboard VK
according to a captured gesture of the user. That is, the virtual
keyboard VK may be changed corresponding to the user’s
gesture.

[0149] As shown in FIG. 19A, when the user shows an
intention to input characters, the controller 180 may display a
virtual keyboard VK on the display 151. For example, when
the user makes a gesture of raising the hand of the user or a
gesture giving the impression that the user spreads his fingers
to type on the keyboard, the controller 180 may determine that
the user has an intention to input characters. When it is deter-
mined that the user has an intention to input characters, the
controller 180 may display the virtual keyboard VK on the
display 151.

[0150] Asshown in FIG. 19B, when an intention to tempo-
rarily stop inputting characters is expressed, the controller
180 may perform dimming upon the virtual keyboard VK
being displayed on the display 151. In this case, the virtual
keyboard VK may be dimmed as compared to that under
normal conditions.

[0151] The user’s intention to temporarily stop inputting
characters may be learned by analyzing the user’s gesture.
For example, if the user who was inputting characters puts
down his hand H, the controller 180 may determine that the
user has an intention to temporarily stop the character input
operation. If this state is captured through the camera 121 or
continued for a predetermined period of time, the controller
180 may dim the virtual keyboard VK. However, in the above
state, if the user puts up his hand again, the controller 180
determines that the user tries to resume the character input
operation, and changes the dimmed virtual keyboard VK into
an initial display state. That is, in the situations where the
character input is not required for a while, the user can put
down his hand in a relaxing manner and then resume the
character input operation. Accordingly, the character input
operation using gestures can be carried out more conve-
niently.

[0152] As shown in FIG. 19C, when it is determined that
the user shows an intention to no longer input characters, the
controller 180 may release the display of the virtual keyboard
VK. For example, if the hand is put down for longer than a
predetermined period time, the virtual keyboard VK being
displayed is dimmed. In this state, if a pre-determined
elapses, the display of the virtual keyboard VK may disap-
pear.
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[0153] Asshown in FIGS. 20A and 2B, the dimming effect
of the virtual keyboard VK can contribute to enhancing the
convenience of the user input operation.

[0154] Asshownin FIG.20A, the virtual keyboard VK may
be displayed on the display 151. The virtual keyboard VK is
displayed in a bold style, so characters behind the virtual
keyboard VK is invisible.

[0155] As shown in FIG. 20B, when the user makes a
gesture of temporarily stop the input operation, such as put-
ting down his hand, the controller 180 may dim the virtual
keyboard VK being displayed. As the virtual keyboard VK is
dimmed and becomes semitransparent, the characters behind
the virtual keyboard VK may be displayed through the semi-
transparent virtual keyboard VK. Accordingly, the user can
view an image which was hidden by the virtual keyboard VK.

[0156] When the virtual keyboard corresponding to the
hands and the fingers is displayed, pointers corresponding to
the fingers may be displayed on the displayed virtual key-
board VK in operation S43.

[0157] When characters are input using a gesture, the user
may want to know a location in the virtual keyboard VK
corresponding to the user’s gesture. That is, considering the
features ofa gesture made in a3D space, if there is no separate
indication, feedback regarding the location of each finger of
the user on the virtual keyboard VK may be required. Without
the feedback, the user may need to input characters based on
experiences or feelings, thereby increasing erroneous inputs,
such as typos.

[0158] AsshowninFIG. 21, the controller 180 may display
on the displayed virtual keyboard VK a lefi-hand finger
pointer PL and a right-hand finger pointer PR respectively
corresponding to the index finger F1.2 of the user’s left hand
HL and the index finger FR2 of the right hand HR. When the
user moves the index finger F1.2 of the left hand, the left-hand
finger pointer PL. may move accordingly. The right-hand fin-
ger pointer PR may also move in the same manner as above.
By displaying pointers corresponding to the fingers currently
used to input characters, the user can intuitively recognize
characters to be input.

[0159] As shown in FIG. 22, the controller 180 may dis-
play, on the virtual keyboard VK, right-hand finger pointers
PR respectively corresponding to the five fingers FR of the
user’s right hand HR. That is, first to fifth right-hand finger
pointers PR1 through PRS respectively corresponding to the
first to fifth fingers FR1 through FR5 of the right hand HR
may be displayed on the virtual keyboard VK.

[0160] FIGS. 23 through 27 are views illustrating the pro-
cess of displaying a virtual keyboard in a mobile terminal
according to another embodiment of this document.

[0161] As shown in the drawings, a mobile terminal 100
according to another embodiment of this document may dis-
play a virtual keyboard VK corresponding to a gesture, or
release the display of the virtual keyboard VK.

[0162] As shown in FIG. 23, the user may input desired
characters by using a gesture. For example, the user may
select a desired character among characters on the virtual
keyboard VK by hovering over the virtual keyboard VK with
the right hand HR and/or the left hand HL. A left-hand finger
pointer PL. and/or a right-hand finger pointer PR may be
displayed at locations corresponding to the index finger FR2
of the right hand H$ and/or the index finger FL2 of the left
hand HL. The left-hand finger pointer PL. and/or the right-
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hand finger pointer PR being displayed allow the user to
intuitively recognize a location in the virtual keyboard VK
corresponding to the gesture.

[0163] The virtual keyboard VK may be displayed on the
display 151 when the user expresses an intention to input
characters using a gesture in the state where a second area A2
for character input has been activated to enable character
input. For example, the virtual keyboard VK may be dis-
played when the user makes a gesture as illustrated with his
left hand HL and right hand HR in the state where the second
area A2 has been selected.

[0164] Asshown in FIG. 24, the user may make a gesture of
moving one of the hands, which are inputting characters, out
of'aregion where the virtual keyboard VK is displayed (here-
inafter, referred to as a VK region). When the user makes a
gesture of moving the hand outside the VK region, the con-
troller 180 may display a hovering pointer CR on a spot
corresponding to the gesture. For example, the user may make
a gesture of moving the index finger FR2 of the right hand HR
outside the VK region is displayed while locating a left-hand
finger pointer PL, corresponding to the index finger FL.2 of
the left hand HL, inside the VK region.

[0165] When the gesture of moving the finger outside the
virtual keyboard VK is made, a hovering pointer CR may be
displayed at a corresponding spot, so that the user can control
the hovering pointer CR with his right hand HR while input-
ting characters with his left hand HL.

[0166] As shown in FIGS. 25A and 25B, the controller 180
may display a hovering pointer CR when the user’s gesture is
made outside the VK region.

[0167] AsshowninFIG. 25A, a left-hand finger pointer PL.
corresponding to the user’s gesture is located inside the VK
region, while a right-hand finger pointer PR may move out-
side the VK region. The right-hand finger pointer PR, when
moving outside the VK region, may be changed into a hov-
ering pointer CR.

[0168] Asshown in FIG. 25B, the right-hand finger pointer
PR may be moved out of the VK region by the user’s gesture,
and changed into a hovering pointer Cr.

[0169] A buffer region VA may be present around the vir-
tual keyboard VK. The buffer region VA may prevent the
right-hand finger pointer PR from unintentionally moving
outside the virtual keyboard VK. That is, when the right-hand
finger pointer PR is moved by a gesture and then located at a
first spot P1, the right-hand finger pointer PR may be fixed at
the first spot P1 until the gesture moves in the same direction
and reaches a second spot P2.

[0170] Dueto the existence ofthe buffer region VA between
the first spot P1 and the second spot P2, the right-hand finger
pointer PR may be fixed at the first spot P1 even when the
user’s gesture moves to a third point P3 and then to the first
spot P1.

[0171] As shown in FIG. 26, the hovering pointer CR may
not be displayed depending on a direction in which the pointer
moves. For example, if the user moves the right hand HR
downwardly, the right-hand finger pointer PR may move out-
side the VK region. Unlike the case depicted in FIGS. 25A
and 25B, when the gesture moving downwardly of the virtual
keyboard VK is detected, the right-hand finger pointer PR
may disappear without becoming the hovering pointer CR.
That is, the downward motion of the hand with respect to the
virtual keyboard VK may represent that the user no longer has
an intention to make the gesture.
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[0172] Asshown in FIG. 27A, the user may make a gesture
of moving the left-hand finger pointer PK and the right-hand
finger pointer PR out of the virtual keyboard VK.

[0173] As shown in FIG. 27B, when a gesture of moving
each pointer outside the virtual keyboard VK is made, the
display of the virtual keyboard VK may be released. Further-
more, the hovering pointer CR reflecting the user’s gesture
may be displayed. That is, in response to the user’s gesture, a
character input mode in which characters are input by using
the virtual keyboard VK may be converted into a cursor mode
allowing for selection using the hovering pointer CR.

[0174] FIGS. 28A through 31B are views illustrating the
process of displaying a virtual keyboard in a mobile terminal
according to another embodiment of this document.

[0175] As shown in the drawings, the controller 180 of a
mobile terminal according to another embodiment of this
document may enable conversion between the character input
mode and the cursor mode according to a gesture made by a
user. That is, the input mode may be changed only by an
intuitive gesture without any additional manipulation.
[0176] As shown in FIGS. 28A through 28C, the user may
make a gesture of spreading the five fingers FR of the hand H
as shown in FIG. 28A, a gesture of unfolding only the index
finger FR2 as shown in FIG. 28B, or a gesture of unfolding the
five fingers FR of the hand H without spreading them as
shown in FIG. 28C.

[0177] When the user makes the gesture as shown in FIG.
28A, the controller 180 may execute the character input mode
enabling character input using the virtual keyboard VK.
[0178] When the finger gesture is changed from the gesture
depicted in FIG. 28A into the gesture depicted in FIG. 28B or
28C, the controller 180 may convert the character input mode
into the cursor mode enabling input using the hovering
pointer CR.

[0179] In the cursor mode as shown in FIG. 28B, the hov-
ering pointer CR moves along the tip of the index finger FR2,
while in the cursor mode as shown in FI1G. 28C, the hovering
pointer CR moves along the tip of the middle finger FR3. That
is, the hovering pointer CR may move along the very end of
the hand H.

[0180] As shown in FIG. 29A, a memo application allow-
ing for character input may be displayed on the display 151.
An indicator IC that periodically blinks in order to indicate
that it is waiting for character input from the user may be
displayed in the memory application.

[0181] Asshown in FIG. 29B, the user may make a gesture
of unfolding only the index finger FR2 of the hand H. The
gesture of unfolding only one finger may be understood as
meaning that the user tries to enter the cursor mode to perform
selection using the hovering pointer CR. That is, considering
that a user’s intention to instruct something is expressed
through a gesture of unfolding the finger and pointing to a
spot corresponding to the tip of the finger, performing the
cursor mode in response to the gesture of unfolding the index
finger FR2 may be considered to intuitively reflect the user’s
intention.

[0182] When ahovering gesture is made in a 3D space with
the unfolded index finger FR, the controller 180 may move
the hovering pointer CR on the display 151 in response to the
hovering gesture. The user may perform operations, such as
selecting a specific menu, and the like by using the hovering
pointer CR.

[0183] As shown in FIG. 30A, the user may change a hand
gesture from unfolding the index finger FR2 into unfolding
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the five fingers FR of the hand. The gesture of unfolding all
the fingers FR may be similar to an operation of inputting
characters using a keyboard. Thus, this gesture may be con-
sidered to reflect the user’s intention to input characters.
[0184] When the user spreads all the fingers FR ofthe hand,
the controller 180 may make the displayed hovering pointer
CR disappear, and at the substantially the same time, the
controller 180 may display a virtual keyboard VK on the
display 151. That is, conversion from the cursor mode into the
character input mode is carried out.

[0185] Pointers respectively corresponding to all the fin-
gers FR may be displayed on the virtual keyboard VK. In this
case, the pointers may vary in color, shape or the like in order
to visually indicate each finger to which each pointer corre-
sponds. For example, the pointers PR corresponding to the
first finger (i.e., the thumb) to the fifth finger may be displayed
in red, orange, yellow, green and blue, respectively.

[0186] Even when the input mode is converted into the
cursor mode, the indicator IC may be displayed on the display
151, so that the user can intuitively recognize that an appli-
cation that is currently being executed is an application
enabling character input.

[0187] As shown in FIG. 30B, the user may input desired
characters by using the virtual keyboard VK in the character
input mode.

[0188] As shown in FIG. 31A, the user may change a hand
gesture from a state where all the fingers FR are spread into a
state where only the index finger FR2 is unfolded. This
change of the hand gesture may be a reflection of the user’s
intention to convert from the character input mode into the
cursor mode. When acquiring such an intention of the user,
the controller 180 may make the displayed virtual keyboard
VK disappear and substantially simultaneously display the
hovering pointer CR. That is, the character input mode is
converted into the cursor mode.

[0189] Since the conversion between the character input
mode and the cursor mode can be performed by using a
simple gesture of spreading or closing the fingers, an
improvement in convenience in use can be expected.

[0190] As shown in FIG. 31B, the conversion between the
character input mode and the cursor mode may be performed
with all the fingers FR unfolded. That is, when a gesture of
moving the hand H outside the VK region is made, the con-
troller 180 may determine that the user will no longer perform
the character input using the virtual keyboard VK. Accord-
ingly, the controller 180 may convert the character input
mode into the cursor mode and cause the virtual keyboard VK
to disappear. In this case, the controller 180 may display the
hovering pointer CR corresponding to the tip of the index
finger FR2. That is, the location of the hovering pointer CR
may be changed according to a movement of the tip of the
index finger FR2.

[0191] FIGS. 32 and 33 are views illustrating a method for
displaying a stereoscopic image using binocular parallax
according to an exemplary embodiment of the present inven-
tion. Specifically, FIG. 32 shows a scheme using a lenticular
lens array, and FIG. 33 shows a scheme using a parallax
barrier.

[0192] Binocular parallax (or stereo disparity) refers to the
difference in vision of viewing an object between a human
being’s (user’s or observer’s) left and right eyes. When the
user’s brain combines an image viewed by the left eye and
that viewed by the right eye, the combined image makes the
user feel stereoscopic. Hereinafter, the phenomenon in which
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the user feels stereoscopic according to binocular parallax
will be referred to as a ‘stereoscopic vision” and an image
causing a stereoscopic vision will be referred to as a “stereo-
scopic image’. Also, when a particular object included in an
image causes the stereoscopic vision, the corresponding
object will be referred to as a “stereoscopic object’.

[0193] A method for displaying a stereoscopic image
according to binocular parallax is classified into a glass type
method and a glassless type method. The glass type method
may include a scheme using tinted glasses having a wave-
length selectivity, a polarization glass scheme using a light
blocking effect according to a deviation difference, and a
time-division glass scheme alternately providing left and
right images within a residual image time of eyes. Besides,
the glass type method may further include a scheme in which
filters each having a different transmittance are mounted on
left and right eyes and a cubic effect with respect to a hori-
zontal movement is obtained according to a time difference of
a visual system made from the difference in transmittance.

[0194] The glassless type method, in which a cubic effect is
generated from an image display surface, rather than from an
observer, includes a parallax barrier scheme, a lenticular lens
scheme, a microlens array scheme, and the like.

[0195] With reference to FIG. 32, in order to display a
stereoscopic image, a display module 151 includes a lenticu-
lar lens array 81a. The lenticular lens array 81a is positioned
between a display surface 81 on which pixels (L) to be input
to a left eye 82a and pixels (R) to be input to a right eye 825
are alternately arranged along a horizontal direction, and the
left and right eyes 82a and 825, and provides an optical
discrimination directionality with respect to the pixels (L) to
be input to the left eye 82a and the pixels (R) to be input to the
right eye 82b. Accordingly, an image which passes through
the lenticular lens array 81a is separated by the left eye 82a
and the right eye 826 and thusly observed, and the user’s brain
combines (or synthesizes) the image viewed by the left eye
82a and the image viewed by the right eye 825, thus allowing
the user to observe a stereoscopic image.

[0196] With reference to FIG. 33, in order to display a
stereoscopic image, the display module 151 includes a paral-
lax barrier 815 in the shape of a vertical lattice. The parallax
barrier 815 is positioned between a display surface 81 on
which pixels (L) to be input to a left eye 82a and pixels (R) to
be input to a right eye 825 are alternately arranged along a
horizontal direction, and the left and right eyes 82a and 825,
and allows images are separately observed at the left eye 82a
and the right eye 825. Accordingly, the user’s brain combines
(or synthesizes) the image viewed by the left eye 82a and the
image viewed by the right eye 825, thus allowing the user to
observe a stereoscopic image. The parallax barrier 815 is
turned on to separate incident vision only in the case of
displaying a stereoscopic image, and when a planar image is
intended to be displayed, the parallax barrier 815 may be
turned off to allow the incident vision to pass therethrough
without being separated.

[0197] Meanwhile, the foregoing methods for displaying a
stereoscopic image are merely for explaining exemplary
embodiments of the present invention, and the present inven-
tion is not meant to be limited thereto. Beside the foregoing
methods, a stereoscopic image using binocular parallax may
be displayed by using various other methods.

[0198] FIG. 34 illustrates an example of a stereoscopic
image including a plurality of image objects 10 and 11.
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[0199] For example, the stereoscopic image depicted in
FIG. 34 may be an image obtained by the camera 121. The
stereoscopic image includes a first image object 10 and a
second image object 11. Here, it is assumed that there are two
image objects 10 and 11 for ease of description; however, in
actuality, more than two image objects may be included in the
stereoscopic image.

[0200] The controller 180 may display an image acquired
in real time by the camera 121 on the display 151 in the form
of a preview.

[0201] The controller 180 may acquire one or more stereo
disparities respectively corresponding to one or more of the
image objects in operation 5110.

[0202] In the case where the camera 121 is a 3D camera
capable of acquiring an image for the left eye (hereinafter,
referred to as “a left-eye image™) and an image for the right
eye (hereinafter, referred to as “a right-eye image”), the con-
troller 180 may use the acquired left-eye and right-eye images
to acquire the stereo disparity of each of the first image object
10 and the second image 11.

[0203] FIG.35is aview for explaining a stereo disparity of
an image object included in a stereoscopic image.

[0204] For example, referring to FIG. 35, the first image
object 10 may have a left-eye image 10a presented to the
user’s left eye 204, and a right-eye image 105 presented to the
right eye 205.

[0205] The controller 180 may acquire a stereo disparity dl
corresponding to the first image object 10 on the basis of the
left-eye image 10a and the right-eye image 104.

[0206] Inthe case where the camera 121 isa 2D camera, the
controller 180 may convert a 2D image, acquired by the
camera 121, into a stereoscopic image by using a predeter-
mined algorithm for converting a 2D image into a 3D image,
and display the converted image on the display 151.

[0207] Furthermore, by using left-eye and right-eye images
created by the above image conversion algorithm, the con-
troller 180 may acquire the respective stereo disparities of the
first image object 10 and the second image object 11.

[0208] FIG. 36 is a view for comparing the stereo dispari-
ties of the image objects 10 and 11 depicted in FIG. 34.
[0209] Referring to FIG. 36, the stereo disparity d1 of the
first image object 10 is different from a stereo disparity d2 of
the second image object 11. Furthermore, as shown in FIG.
36, since the stereo disparity d2 of the second image object 11
is greater than the stereo disparity dl of the first image object
10, the second image object 11 is viewed as if being located
farther away from the user than the first image object 10.
[0210] The controller 180 may acquire one or more graphic
objects respectively corresponding to one or more of the
image objects in operation. The controller 180 may display
the acquired one or more graphic objects on the display 151 so
as to have a stereo disparity.

[0211] FIG. 37 illustrates the first image object 10 that may
look as if protruding toward the user. As shownin FI1G. 37, the
locations of the left-eye image 10a and the right-eye image
105 on the display 151 may be opposite to those depicted in
FIG. 35. When the left-eye image 10 and the right-eye image
1054 are displayed in the opposite manner as above, the images
are also presented to the left eye 20a and the right eye 205 in
the opposite manner. Thus, the user can view the displayed
image as if' it is located in front of the display 151, that is, at
the intersection of sights. That is, the user may perceive
positive (+) depth in relation to the display 151. This is dif-
ferent from the case of FIG. 35 in which the user perceives
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negative (—) depth that gives the user an impression that the
firstimage object 10 is displayed at the rear of the display 151.
[0212] The controller 180 may give the user the perception
of various types of depth by displaying a stereoscopic image
having positive (+) or negative depth (-) according to needs.
[0213] FIG. 38 is a view illustrating a virtual keyboard
displayed in a virtual space according to another embodiment
of this document.

[0214] As shown therein, the display device 100 according
to another embodiment of this document may be displayed to
have perspective in a 3D virtual space VS. That is, even
though an image is displayed substantially on the display 151,
theuser U may have an impression that an image with positive
or negative depth is displayed in the space. Since an image
giving perception of depth is displayed in the 3D virtual space
VS, the user may more naturally make a gesture of touching
or grabbing a displayed image as if touching a real object.
[0215] The controller 180 may display the virtual keyboard
VK adjacent to the hand H of the user. That is, the virtual
keyboard VK corresponding to a position of the hand H may
be displayed in the virtual space VS on the basis of a distance
between the user U and the hand H, detected through the
camera 121. When the virtual keyboard VK is displayed
corresponding to the position of the hand H in the virtual
space VS, the user U may visually and clearly recognize an
arrangement of the keyboard corresponding to the current
position of the hand H. Accordingly, the user can accurately
make a character input gesture. For example, as shown in the
drawing, when the user U writes an e-mail, the controller 180
may display in the virtual space Vs an e-mail image O and a
virtual keyboard VK corresponding to the position of the hand
H of the user U.

[0216] FIGS. 39A through 40B are views illustrating posi-
tions of a virtual keyboard according to gestures and positions
of the hands.

[0217] As shown therein, the display device 100 according
to another embodiment of this document may display in a
virtual space VS a virtual keyboard VK corresponding to
positions and angles of the hand(s) H and/or the finger(s).
[0218] Asshown in FIG. 39A, the hand H and the fingers F
may be at a predetermined angle with respect to an x-axial
direction parallel to the ground. This means that the user is
making a hand gesture for character input in the state where
the wrist is slightly rotated clockwise. An angle between the
angle of the hand H and the fingers F may be captured by the
camera 121.

[0219] When the user makes a hand gesture for character
input in the state where the wrist is slightly rotated, the con-
troller 180 may display the virtual keyboard VK accordingly.
This means that the virtual keyboard VK may be displayed in
the virtual space VS to be inclined at an angle of D with
respect to the x-axial direction. That is, the virtual keyboard
VK is displayed corresponding to the angle of the hand, as
well as the position of the hand H of the user U as described
with reference to FIG. 38. Since the virtual keyboard VK is
displayed in consideration of the position and angle of the
hand H, the character input using the virtual keyboard VK can
be more facilitated.

[0220] As shown in FIG. 39B, when the hand H and the
fingers F are located parallel to the x-axial direction, the
controller 180 may display the virtual keyboard VK accord-
ingly. That is, the virtual keyboard VK may be displayed with
its location controlled corresponding to the gesture of the
hand H and the fingers F. The state of the virtual keyboard VK



US 2014/0028567 Al

as shown in FIG. 39 A and the state of the virtual keyboard VK
as shown in FIG. 39B may be changed substantially in real
time. Thus, the controller 180 may display a display state of
the virtual keyboard VK on the basis of the positions, angles,
and directions of the hand H and/or the fingers F being cap-
tured by the camera 121.

[0221] According to the angle of the hand H with respect to
the x-axial direction, the controller 180 may change an angle
of'the virtual keyboard VK being displayed. Alternatively, the
controller 180 may fix the angle of the virtual keyboard, once
displayed, regardless of changes in angle.

[0222] As shown in FIG. 40A, the user U may input char-
acters while facing the display device 100. That is, the hands
H are placed in a y-axial direction with reference to the body.
When the user’s position is captured by the camera 121, the
controller 180 may display the virtual keyboard VK corre-
sponding to the user’s posture.

[0223] As shown in FIG. 40B, the user U may input char-
acters, inclined at a predetermined angle with respect to the
display device 100. When it is determined that the user’s
position is inclined, the controller 180 may change the posi-
tion of the virtual keyboard VK accordingly and then display
the same.

[0224] FIGS. 41 through 43 are views illustrating relation-
ship between a distance to a display device and the display of
a virtual keyboard.

[0225] As shown in the drawings, the controller 180 of the
display device 100 according to another embodiment of this
document may display a virtual keyboard VK in the virtual
space VS depicted in FIG. 38, regardless of differences in
distance to the display device 100 between users Ul and U2.
[0226] The users Ul and U2 may perform character input
using gestures at various locations. For example, the first user
Ul may input characters at a location closer to the display
device 100 than the second user U2. That is, the first user U1
may be spaced apart from the display device at a first distance
DL1, while the second user U2 may be spaced apart from the
display device 100 at a second distance DL2. In this state, if
the users Ul and U2 make hand gestures representing char-
acter input, the controller 180 may display virtual keyboards
VK atlocations corresponding to the locations of the users U1
and U2, respectively. In this case, the controller 180 may
display the virtual keyboard VK at a location spaced apart
from the body of each of the users Ul and U2 at a third
distance DL, regardless of the first and second distances DL.1
and DL2. That is, the controller 180 may display the virtual
keyboard VK to have perspective giving an impression that
the virtual keyboard VK is displayed at a location optimized
for each of the users U1 and U2, regardless of the distance to
the display device 100.

[0227] As shown in FIG. 42, a first virtual keyboard VK1
and a second virtual keyboard VK2 may be displayed at
different locations with respect to the display device 100. In
this case, the traces of gestures moving on the first virtual
keyboard VK1 and the second virtual keyboard VK2 may be
seem to be different due to their different distances to the
camera 121. Thatis, first and second distances MY 1 and MY2
in the y-axial direction parallel to the shooting direction of the
camera 121 may be captured to be the same regardless of the
distances to the camera 121. In contrast, third and fourth
distances MX1 and MX2 in the x-axial direction which is not
parallel to the shooting direction of the camera 121 may be
captured differently according to the distances to the camera
121. For example, in an image captured by the camera 121,
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the third distance MX1 may appear to be longer than the
fourth distance MX2 due to perspective. Accordingly, the
controller 180 may allow the same result to be reflected when
the user makes gestures moving the same distance, by con-
sidering the camera 121 and the position of each of the virtual
keyboards VK1 and VK2 being displayed.

[0228] Asshown in FIG. 43, the user may make a gesture at
different distances from the camera 121. For example, the
user may make gestures at the first and second positions P1
and P2.

[0229] Theuser may make gestures having traces as long as
Y1 and Y2 in the y-axial direction at the first position P1 and
the second position P2, respectively. Since the Y1 and Y2 are
associated with gestures made parallel to the shooting direc-
tion of the camera 121, they may be captured as moving the
same distance regardless of their distances to the camera 121.
Accordingly, the moving distance in the y-axial direction
does not require an additional calibration process upon a
moving distance determined from the captured image.
[0230] Theuser may make gestures having traces as long as
71 and 72 in a z-axial direction at the first position P1 and the
second position P2, respectively. Since the Z1 and Z2 are
associated with gestures made in a direction perpendicular to
the shooting direction of the camera 121, they may be cap-
tured as moving different distances according to their dis-
tances to the camera 121. For example, even if they move the
same distance, the Z1 may be captured as moving a longer
distance than the Z2. That is, an angle A1 of the trace at the
first position P1, captured by the camera 121 may appear to be
the same as an angle A2 of the trace at the second position P2.
Accordingly, in the case of a gesture made in a direction
which is not parallel to the shooting direction of the camera
121, the controller 180 may perform a calibration process
upon the length of the trace of the gesture according to the
distance to the camera 121. The calibration process upon the
length of the gesture trace may make substantial gesture
traces V1 and V2 the same regardless of the distances to the
display device 100.

[0231] FIGS. 44 through 47 are views illustrating the pro-
cess of displaying a virtual keyboard according to another
embodiment of this disclosure.

[0232] As shown in the drawings, the display device 100
according to another embodiment of this document may var-
ies how a virtual keyboard VK is displayed and appears
according to a hand gesture.

[0233] As shown in FIG. 44, a user may make a gesture of
moving the hand from the right side to the left side ofa screen.
When this gesture is captured, the controller 180 may display
the virtual keyboard VK in a direction corresponding to the
gesture. That is, the virtual keyboard VK may appear from the
right side of the display so as to correspond to the direction of
the hand gesture.

[0234] As shown in FIG. 45, the virtual keyboard VK may
be displayed on the display 151 in response to the hand
gesture of the user, and the user may input desired characters.
[0235] Asshown in FIG. 46, the user may make a gesture of
moving the hand from the left side to the right side of the
display 151. When such a gesture is captured in the state
where the virtual keyboard VK is displayed, the controller
180 may cause the virtual keyboard VK to move in the cor-
responding direction and then disappear. As shown in the
drawings, since the virtual keyboard VK appears or disap-
pears corresponding to the user’s gesture, the intuitive
manipulation of the virtual keyboard VK is enabled.
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[0236] Asshown in FIG. 47, the user U may make a gesture
of moving the hand H up and down, right and left. When the
camera 121 captures such a gesture of the user U, the con-
troller 180 may display first to fourth virtual keyboards VK1
to VK4 corresponding to the captured gesture. For example,
in the case of a hand gesture of moving the hand downwardly,
the third virtual keyboard VK3 may be displayed from the
upper side to the lower side.

[0237] The first to fourth virtual keyboards VK1 to VK4
may be virtual keyboards corresponding to different types of
characters. For example, the first virtual keyboard VK1 may
correspond to English uppercase characters, the second vir-
tual keyboard VK2 may correspond to English lowercase
characters, the third virtual keyboard VK3 may correspond to
numeric characters, and the fourth virtual keyboard VK4 may
correspond to Korean characters. The user may make a ges-
ture facing the left side in order to input English uppercase
characters, and a gesture facing downwards in order to input
numeric characters. Accordingly, desired types of characters
can be easily input without additional operation.

[0238] FIG. 48 is a view illustrating the display of a plural-
ity of virtual keyboards according to another embodiment of
this document.

[0239] As shown therein, the display device 100 according
to another embodiment of this document may allow for char-
acter input using the plurality of virtual keyboards VK1 and
VK2

[0240] A user may make a gesture with the right hand HR
and the left hand HL. The gesture made by the user may be
captured through the camera 121. In this case, the input of
characters may be performed at once without changing the
display of a virtual keyboard corresponding to each type of
characters.

[0241] The controller 180 may display on the display 151 a
first virtual keyboard VK1 corresponding to the right hand
HR, and a second virtual keyboard VK2 corresponding to the
left hand HL. The first virtual keyboard VK1 may have an
arrangement of English uppercase characters, and the second
virtual keyboard VK2 may have an arrangement of special
characters. Accordingly, the user may input English upper-
case characters with the right hand HR and input special
characters with the left hand HL without any additional ges-
ture. Furthermore, FIG. 48 illustrates the case where two
virtual keyboards are displayed. However, more virtual key-
boards may be simultaneously displayed according to needs,
so that desired characters can be input at once.

[0242] FIG. 49 is a view illustrating the process of activat-
ing and inactivating a virtual keyboard according to another
embodiment of this document.

[0243] As shown therein, the controller 180 of the display
device 100 according to another embodiment of this docu-
ment may display a virtual keyboard VK on each face of a
virtual polyhedral shape.

[0244] As shown in FIG. 49A, the controller 180 may dis-
play virtual keyboards on the respective faces of a hexahe-
dron. For example, virtual keyboards VK corresponding to
English uppercase characters, English lowercase characters,
numeric characters, Korean characters, first special charac-
ters, and second special characters may be displayed on face
A, face B, face C, face D, face E, and face F, respectively.
[0245] The hexahedron on which the virtual keyboards VK
are displayed may rotate in response to the user’s gesture.
That is, the hexahedron may rotate about the y axis and/or the
X axis.
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[0246] As shown in FIG. 49B, when the hexahedron
rotates, characters may be input by using a virtual keyboard
VK displayed on the front face of the rotated hexahedron. For
example, when the user makes a gesture facing downwards in
the state where the virtual keyboard corresponding to English
uppercase characters is currently being on the front face of the
hexahedron, the hexahedron rotates so that the virtual key-
board corresponding to English lowercase characters may be
displayed. Since a virtual keyboard VK corresponding to
characters desired by the user is displayed in response to a
hand gesture of the user, characters can be input in a more
convenient manner.

[0247] While the present invention has been shown and
described in connection with the exemplary embodiments, it
will be apparent to those skilled in the art that modifications
and variations can be made without departing from the spirit
and scope of the invention as defined by the appended claims.

1. A display device comprising:

a display;

a camera capturing a gesture in a three dimensional space;

and

a controller selectively displaying a virtual keyboard cor-

responding to a hand gesture for character input on the
display when the captured gesture includes the hand
gesture for the character input.

2. The display device of claim 1, wherein the controller
determines whether or not the hand gesture is made for char-
acter input, on the basis of at least one of a position and a
motion of a hand making the hand gesture.

3. The display device of claim 2, wherein the position of the
hand includes a height of at least one of both hands of a user,
a distance between a body of the user and at least one of both
hands, and a direction in which at least one of the hands of the
user faces with respect to a shooting direction of the camera.

4. The display device of claim 2, wherein the motion of the
hand includes folding and unfolding at least one finger of the
hand.

5. The display device of claim 1, wherein the controller
displays the virtual keyboard corresponding to at least one of
a position of the hand making the hand gesture for character
input, the number of hands, the number of unfolded fingers,
and an angle of the hand with respect to a reference surface.

6. The display device of claim 1, wherein when the hand
gesture for character input is made with both hands of the
user, the controller divides the virtual keyboard into a plural-
ity of regions to allow inputs, made by the hand gesture of the
hands, to correspond to the divided regions, respectively.

7. The display device of claim 1, wherein the controller
displays at least one first pointer corresponding to at least one
finger unfolded for the character input on the virtual key-
board.

8. The display device of claim 7, wherein when a plurality
of fingers are unfolded for the character input, the controller
displays a plurality of first pointers, respectively correspond-
ing to the plurality of fingers, to vary in at least one of color
and shape.

9. The display device of claim 1, wherein the controller
changes a state of the virtual keyboard being displayed when
the hand gesture is not made for longer than a first period of
time.

10. The display device of claim 9, wherein the state of the
virtual keyboard includes at least one of a state in which the
virtual keyboard is activated to enable character input using
the hand gesture, a dimming state waiting for character input
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using the hand gesture when the first period of time elapses,
and a state in which the virtual keyboard is inactivated when
a second period time elapses from the first period of time.

11. The display device of claim 7, where the hand gesture
for the character input includes a gesture made with at least
one finger unfolded for the character input, wherein, when the
gesture made with the at least one unfolded finger moves
outside a region in which the virtual keyboard is displayed,
the controller displays a second pointer corresponding to the
gesture of the at least one finger.

12. The display device of claim 11, wherein the controller
causes the displayed virtual keyboard to disappear when the
gesture made with the at least one unfolded finger moves
completely out of the region in which the virtual keyboard is
displayed.

13. The display device of claim 1, wherein the hand gesture
for the character input is a gesture made with a plurality of
spread fingers of a hand making the hand gesture, wherein the
controller causes the displayed virtual keyboard to disappear
in the case of a first state in which only one finger of the hand
is unfolded, a second state in which at least two of the plural-
ity of fingers are in contact, or a third state in which at least
one finger of the hand is folded.

14. The display device of claim 13, wherein in the first,
second or third state, the controller displays a second pointer
moving corresponding to one of the hand and the fingers of
the hand.

15. The display device of claim 1, wherein the controller
displays the virtual keyboard when the hand gesture for the
character input is captured while an application requiring the
character input is in operation.

16. A display device comprising:

a display;

a camera capturing a gesture in a three dimensional space;

and

a controller displaying a virtual keyboard corresponding to

the captured gesture on the display such that an angle of
a hand making the gesture with respect to a reference
surface is reflected therein.

17. The display device of claim 16, wherein the controller
displays the virtual keyboard when it is determined that the
gesture is a hand gesture for character input, on the basis of at
least one of a position and a motion of the hand making the
gesture.

18. The display device of claim 16, where the controller
changes an angle at which the virtual keyboard is displayed
according to a change in an angle between the reference
surface and the hand making the gesture.

19. The display device of claim 16, wherein the controller
fixes an angle of the virtual keyboard to be displayed, regard-
less of the change in angle between the reference surface and
the hand making the gesture.

20. The display of claim 16, wherein the display includes a
panel for displaying a stereoscopic image, wherein the con-
troller displays a stereo disparity for the virtual keyboard,
displayed corresponding to the gesture, so as to be substan-
tially the same as a stereo disparity of a user for the hand
making the gesture.

21. The display device of claim 20, wherein the controller
maintains the stereo disparity for the virtual keyboard, dis-
played corresponding to the gesture, to be the same as the
stereo disparity of the user for the hand making the gesture,
regardless of a distance between the display and the user
making the gesture.
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22. The display device of claim 20, wherein the controller
changes the stereo disparity for the virtual keyboard corre-
sponding to the gesture.

23. The display device of claim 20, wherein the controller
displays the virtual keyboard corresponding to the position of
the hand in the three dimensional space.

24. A display device comprising:

a display;

a camera capturing a gesture in a three dimensional space;

and

a controller executing a character input mode for display-

ing a virtual keyboard corresponding to the gesture
according to a motion of fingers included in the captured
gesture, and a hovering mode for displaying a pointer
corresponding to the gesture.

25. The display device of claim 24, wherein the controller
performs the character input mode when the motion of the
fingers is associated with spreading a plurality of fingers of
the hand making the gesture.

26. The display device of claim 25, wherein the controller
converts from the character input mode into the hovering
mode when the gesture made with the spread fingers moves
completely out of a region in which the virtual keyboard is
displayed.

27. The display device of claim 24, wherein the controller
performs the hovering mode when the motion of the fingers is
in a first state in which only one finger of the hand making the
gesture is unfolded, a second state in which at least two ofthe
fingers are in contact, or a third state in which at least one
finger of the hand is folded.

28. A control method of a display device, the control
method comprising:

capturing a gesture of a user in a three dimensional space;

and

displaying a virtual keyboard corresponding to a hand ges-

ture for character input when the captured gesture
includes the hand gesture for the character input.

29. The control method of claim 28, wherein the displaying
of the virtual keyboard includes determining whether or not
the hand gesture is made for character input, on the basis of at
least one of a position and a motion of a hand making the hand
gesture.

30. The control method of claim 28, further comprising
displaying on the virtual keyboard at least one first pointer
corresponding to at least one finger unfolded for the character
input

31. The control method of claim 28, further comprising
changing a state of the displayed virtual keyboard when the
hand gesture is not made for a set period of time.

32. The control method of claim 28, further comprising,
when a gesture of at least one finger unfolded for the character
input moves outside a region of the virtual keyboard is dis-
played, displaying a second pointer corresponding to the
gesture of the at least one finger.

33. The control method of claim 28, wherein, in the dis-
playing of the virtual keyboard, the virtual keyboard is dis-
played so as to reflect an angle between a reference surface
and a hand making the gesture.

34. The control method of claim 28, wherein, in the dis-
playing of the virtual keyboard, a stereo disparity for the
virtual keyboard displayed corresponding to the gesture is
displayed to be substantially the same as a stereo disparity of
a user for a hand making the gesture.
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