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(57) ABSTRACT

A system for generating passive and anonymous feedback of
multimedia content viewed by users is disclosed. The multi-
media content may include recorded video content, video-on-
demand content, television content, television programs,
advertisements, commercials, music, movies, video clips,
and other on-demand media content. One or more of the users
in a field of view of a capture device connected to the com-
puting device are identified. An engagement level of the users
to multimedia content being viewed by the users is deter-
mined by tracking movements, gestures, postures and facial
expressions performed by the users. A report of the response
to viewed multimedia content is generated based on the
movements, gestures, postures and facial expressions per-
formed by the users. The report is provided to rating agencies,
content providers and advertisers. In one embodiment, pre-
view content and personalized content related to the viewed
multimedia content is received from the content providers
and advertisers based on the report. The preview content and
personalized content are displayed to the users.
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AUTOMATIC PASSIVE AND ANONYMOUS
FEEDBACK SYSTEM

BACKGROUND

Television rating systems rely on self-recorded paper dia-
ries or electronic metering technology to measure the number
of people watching a television program or show. For
example, rating systems typically utilize electronic meters
that are placed near television sets to determine when a tele-
vision set is on, what channel the television set is tuned to and
how many people are watching a particular television pro-
gram. Rating systems typically utilize a representative
sample of a population to gather a certain amount of data
about a general population. In addition, paper diaries utilized
by rating systems are generally affected by response biases by
viewers of television shows or programs.

SUMMARY

Disclosed herein is a method and system that generates
passive and anonymous feedback of multimedia content
viewed by users by tracking movements, gestures, postures,
vocal responses, and facial expressions performed by the
users, while the users view the multimedia content. The mul-
timedia content may include recorded video content, video-
on-demand content, television content, television programs,
advertisements, commercials, music, movies, video clips,
and other on-demand media content. In one embodiment of
the disclosed technology, a user’s presence in a field of view
while the user views program content via the user’s comput-
ing device is detected. The type of program content being
viewed by the user, the user’s demographic information and
the user’s program viewing history is determined. The detec-
tion of the user’s presence, the program content, the user’s
demographic information and the user’s program viewing
history is utilized by rating agencies, content providers and
advertisers to provide preview content and personalized con-
tent related to the program viewed by the user.

In another embodiment, a user’s engagement level to a
viewed program is determined by tracking movements, ges-
tures, postures and facial expressions performed by the user.
The user’s movements, gestures, postures and facial expres-
sions are provided to one or more of rating agencies, content
providers and advertisers. In one embodiment, the user’s
gestures, postures, movements and facial expressions are uti-
lized by content providers and advertisers to provide preview
content and personalized content related to a program viewed
by a user. The preview content and the personalized content
are displayed to the user via a display device. In another
embodiment, the disclosed technology enables the polling
and aggregation of responses to viewed multimedia content
from a large number of households to generate a large user-
response data set for analysis by content providers and adver-
tisers.

In one embodiment, a method for generating passive and
anonymous feedback of multimedia content viewed by users
is disclosed. The method includes receiving and displaying
multimedia content associated with a current broadcast. The
method includes identifying one or more ofthe users in a field
of view of a capture device connected to a computing device
and automatically determining an engagement level of the
users to the multimedia content being viewed by the users. In
one embodiment, the engagement level of the users is deter-
mined by tracking the movements, gestures, postures, audio
responses, and facial expressions performed by the users. The
method further includes automatically generating a report of
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a response to the multimedia content viewed by each user
identified by the capture device based on the movements,
gestures, postures, audio responses and facial expressions
performed by the users. The report is transmitted to a remote
computing system for analysis.

In one embodiment, preview content related to a program
viewed by the user is received from content providers and
advertisers based on the report. The preview content is dis-
played to the user via an audio visual device connected to a
computing device. In another embodiment, personalized con-
tent related to a program viewed by the user is received from
the content providers and advertisers based on the report. The
personalized content is displayed to the user via an audio
visual device connected to a computing device.

This summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the detailed description. This summary is not intended to
identify key features or essential features of the claimed sub-
jectmatter, nor is it intended to be used as an aid in determin-
ing the scope of the claimed subject matter. Furthermore, the
claimed subject matter is not limited to implementations that
solve any or all disadvantages noted in any part of this dis-
closure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates one embodiment of a target recognition,
analysis and tracking system for performing the operations of
the disclosed technology.

FIG. 2 illustrates one embodiment of a capture device that
may be used as part of the tracking system.

FIG. 3 illustrates an example of a computing device that
may be used to implement the computing device of FIG. 1-2.

FIG. 4 illustrates a general purpose computing device
which can be used to implement another embodiment of
computing device 12.

FIG. 5 illustrates an embodiment of a system for imple-
menting the present technology.

FIG. 6 is a flowchart describing one embodiment of a
process for generating passive and anonymous feedback of
program content viewed by a user by tracking movements,
gestures, postures and facial expressions performed by the
user.

FIG. 7 is a flowchart describing one embodiment of a
process for capturing and tracking user motion data from a
sensor in the capture device.

FIG. 8 illustrates an example of a skeletal model or map-
ping representing a scanned human target.

FIG. 9 is a flowchart describing one embodiment of a
process for providing personalized content to a user based on
movements, gestures, postures and facial expressions per-
formed by the user.

FIG. 10 is a flowchart describing one embodiment of a
process for providing preview content to a user based on
movements, gestures, postures and facial expressions per-
formed by the user.

FIG. 11 is a flowchart describing one embodiment of a
process for providing new or modified personalized content
or preview content to a user based on feedback obtained from
the user.

DETAILED DESCRIPTION

Technology is disclosed by which a user’s response to
viewed multimedia content is obtained by tracking the user’s
movements, gestures, postures and facial expressions while
viewing the multimedia content. Multimedia content may be
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received at a computing device or at an audiovisual device
connected to the computing device. A capture device con-
nected to the computing device identifies one or more users in
a field of view and tracks the users’ movements, gestures,
postures and facial expressions while the users view the mul-
timedia content. In one embodiment, the computing device
determines a user’s engagement level to a television program
being viewed by the user based on the user’s movements,
gestures, postures and facial expressions. The computing
device generates a user-specific report of a response to the
viewed program for each user identified by the capture device
based on the gestures, postures, movements and facial expres-
sions performed by each of the users. The user-specific report
is provided to one or more rating agencies, content providers
and advertisers. In one embodiment, the computing device
receives preview content related to a viewed program or per-
sonalized content related to a viewed program for the users
based on the user-specific report, from the content providers
or advertisers. In another embodiment, the computing device
may also receive preview content or personalized content
related to a program viewed by a user based on detecting the
user’s presence in a field of view of the user’s computing
device while the user views the program, the type of program
viewed by the user, the user’s demographic information and
the user’s program viewing history. For example, if it is
determined that a male user in the age group 30-35 is watch-
ing a science fiction program and the user’s program viewing
history indicates the user’s preference for science fiction, then
the user may receive preview content that contains a snippet
of the next episode of the science fiction program or person-
alized content that contains a selection of a set of science
fiction programs that the user would like to view. The
responses to viewed multimedia content may be polled from
multiple users in multiple households and the aggregated
responses of the multiple users may be transmitted to aremote
computing system for analysis by content providers and
advertisers.

FIG. 1 illustrates one embodiment of a target recognition,
analysis and tracking system 10 (generally referred to as a
tracking system hereinafter) for performing the operations of
the disclosed technology. The target recognition, analysis and
tracking system 10 may be used to recognize, analyze, and/or
track one or more human targets such as users 18 and 19. As
shown in FIG. 1, the tracking system 10 may include a com-
puting device 12. In one embodiment, computing device 12
may be implemented as any one or a combination of a wired
and/or wireless device, as any form of television client device
(e.g., television set-top box, digital video recorder (DVR),
etc.), personal computer, mobile computing device, portable
computer device, media device, communication device,
video processing and/or rendering device, appliance device,
gaming device, electronic device, and/or as any other type of
device that can be implemented to receive media content in
any form of audio, video, and/or image data. According to one
embodiment, the computing device 12 may include hardware
components and/or software components such that the com-
puting device 12 may be used to execute applications such as
gaming applications, non-gaming applications, or the like. In
one embodiment, computing device 12 may include a proces-
sor such as a standardized processor, a specialized processor,
a microprocessor, or the like that may execute instructions
stored on a processor readable storage device for performing
the processes described herein.

As shown in FIG. 1, the tracking system 10 may further
include a capture device 20. The capture device 20 may be, for
example, a camera that may be used to visually monitor one
or more users, such as the users 18 and 19, such that move-
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ments, postures and gestures performed by the users may be
captured and tracked by the capture device 20.

According to one embodiment, computing device 12 may
be connected to an audiovisual device 16 such as a television,
a monitor, a high-definition television (HDTV), or the like
that may provide visuals and/or audio to users 18 and 19. For
example, the computing device 12 may include a video
adapter such as a graphics card and/or an audio adapter such
as a sound card that may provide the audiovisual signals to a
user. The audiovisual device 16 may receive the audiovisual
signals from the computing device 12 and may output visuals
and/or audio associated with the audiovisual signals to the
users 18 and 19. According to one embodiment, the audiovi-
sual device 16 may be connected to the computing device 12
via, for example, an S-Video cable, a coaxial cable, an HDMI
cable, a DVI cable, a VGA cable, or the like.

In one embodiment, capture device 20 tracks one or more
movements, gestures and postures performed by users 18, 19
within a field of view, 6, of the capture device 20. Lines 2 and
4 denote a boundary of the field of view 6. In one embodi-
ment, computing device 12 determines a user’s response to
multimedia content being viewed via the audio visual device
16 based on the user’s movements, postures and gestures
tracked by the capture device 12. Multimedia content can
include any type of audio, video, and/or image media content
received from media content sources such as content provid-
ers, broadband, satellite and cable companies, advertising
agencies the internet or video streams from a web server. As
described herein, multimedia content can include recorded
video content, video-on-demand content, television content,
television programs, advertisements, commercials, music,
movies, video clips, and other on-demand media content.
Other multimedia content can include interactive games, net-
work-based applications, and any other content or data (e.g.,
program guide application data, user interface data, advertis-
ing content, closed captions data, content metadata, search
results and/or recommendations, etc.). The operations per-
formed by the capture device 20 and the computing device 12
are discussed in detail below.

FIG. 2 illustrates one embodiment of a capture device 20
and computing device 12 that may be used in the target
recognition, analysis and tracking system 10 to recognize
human and non-human targets in a capture area and uniquely
identify them and track them in three dimensional space.
According to one embodiment, the capture device 20 may be
configured to capture video with depth information including
a depth image that may include depth values via any suitable
technique including, for example, time-of-flight, structured
light, stereo image, or the like. According to one embodiment,
the capture device 20 may organize the calculated depth infor-
mation into “Z layers,” or layers that may be perpendicular to
a Z-axis extending from the depth camera along its line of
sight.

As shown in FIG. 2, the capture device 20 may include an
image camera component 32. According to one embodiment,
the image camera component 32 may be a depth camera that
may capture a depth image of a scene. The depth image may
include a two-dimensional (2-D) pixel area of the captured
scene where each pixel in the 2-D pixel area may represent a
depth value such as a distance in, for example, centimeters,
millimeters, or the like of an object in the captured scene from
the camera.

As shown in FIG. 2, the image camera component 32 may
include an IR light component 34, a three-dimensional (3-D)
camera 36, and an RGB camera 38 that may be used to capture
the depth image of a capture area. For example, in time-of-
flight analysis, the IR light component 34 of the capture
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device 20 may emit an infrared light onto the capture area and
may then use sensors to detect the backscattered light from
the surface of one or more targets and objects in the capture
area using, for example, the 3-D camera 36 and/or the RGB
camera 38. In some embodiments, pulsed infrared light may
beused such that the time between an outgoing light pulse and
a corresponding incoming light pulse may be measured and
used to determine a physical distance from the capture device
20 to a particular location on the targets or objects in the
capture area. Additionally, the phase of the outgoing light
wave may be compared to the phase of the incoming light
wave to determine a phase shift. The phase shift may then be
used to determine a physical distance from the capture device
to a particular location on the targets or objects.

According to one embodiment, time-of-flight analysis may
be used to indirectly determine a physical distance from the
capture device 20 to a particular location on the targets or
objects by analyzing the intensity of the reflected beam of
light over time via various techniques including, for example,
shuttered light pulse imaging.

In another example, the capture device 20 may use struc-
tured light to capture depth information. In such an analysis,
patterned light (i.e., light displayed as aknown pattern such as
grid pattern or a stripe pattern) may be projected onto the
capture area via, for example, the IR light component 34.
Upon striking the surface of one or more targets or objects in
the capture area, the pattern may become deformed in
response. Such a deformation of the pattern may be captured
by, for example, the 3-D camera 36 and/or the RGB camera
38 and may then be analyzed to determine a physical distance
from the capture device to a particular location on the targets
or objects.

According to one embodiment, the capture device 20 may
include two or more physically separated cameras that may
view a capture area from different angles, to obtain visual
stereo data that may be resolved to generate depth informa-
tion. Other types of depth image sensors can also be used to
create a depth image.

The capture device 20 may further include a microphone
40. The microphone 40 may include a transducer or sensor
that may receive and convert sound into an electrical signal.
According to one embodiment, the microphone 40 may be
used to reduce feedback between the capture device 20 and
the computing device 12 in the target recognition, analysis
and tracking system 10. Additionally, the microphone 40 may
be used to receive audio signals that may also be provided by
the user to control applications such as game applications,
non-game applications, or the like that may be executed by
the computing device 12.

In one embodiment, the capture device 20 may further
include a processor 42 that may be in operative communica-
tion with the image camera component 32. The processor 42
may include a standardized processor, a specialized proces-
sor, a microprocessor, or the like that may execute instruc-
tions that may include instructions for storing profiles, receiv-
ing the depth image, determining whether a suitable target
may be included in the depth image, converting the suitable
target into a skeletal representation or model of the target, or
any other suitable instruction.

The capture device 20 may further include a memory com-
ponent 44 that may store the instructions that may be executed
by the processor 42, images or frames of images captured by
the 3-D camera or RGB camera, user profiles or any other
suitable information, images, or the like. According to one
example, the memory component 44 may include random
access memory (RAM), read only memory (ROM), cache,
Flash memory, a hard disk, or any other suitable storage
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component. As shown in FIG. 2, the memory component 44
may be a separate component in communication with the
image capture component 32 and the processor 42. In another
embodiment, the memory component 44 may be integrated
into the processor 42 and/or the image capture component 32.
In one embodiment, some or all ofthe components 32, 34, 36,
38, 40, 42 and 44 of the capture device 20 illustrated in FIG.
2 are housed in a single housing.

The capture device 20 may be in communication with the
computing device 12 via a communication link 46. The com-
munication link 46 may be a wired connection including, for
example, a USB connection, a Firewire connection, an Eth-
ernet cable connection, or the like and/or a wireless connec-
tion such as a wireless 802.11b, g, a, or n connection. The
computing device 12 may provide a clock to the capture
device 20 that may be used to determine when to capture, for
example, a scene via the communication link 46.

The capture device 20 may provide the depth information
and images captured by, for example, the 3-D (or depth)
camera 36 and/or the RGB camera 38, to the computing
device 12 via the communication link 46. The computing
device 12 may then use the depth information and captured
images to perform one or more operations of the disclosed
technology, as discussed in detail below.

In one set of operations performed by the disclosed tech-
nology, multimedia content associated with a current broad-
cast is initially received from one or more media content
sources such as content providers, broadband, satellite and
cable companies, advertising agencies, the internet or video
streams from a web server. The multimedia content may be
received at the computing device 12 or at the audiovisual
device 16 connected to the computing device 12. The multi-
media content may be received over a variety of networks.
Suitable types of networks that may be configured to support
the provisioning of multimedia content services by a service
provider may include, for example, telephony-based net-
works, coaxial-based networks and satellite-based networks.
In one embodiment, the multimedia content is displayed via
the audiovisual device 16 to the users. The multimedia con-
tent can include recorded video content, video-on-demand
content, television content, television programs, advertise-
ments, commercials, music, movies, video clips, and other
on-demand media content.

In one embodiment, multimedia content associated with
the current broadcast is identified. In one example, the mul-
timedia content identified may be a television program,
movie, a live performance or a sporting event. For example,
the multimedia content may be identified as a television pro-
gram by identifying the channel and the program that the
television set is tuned to during a specific time slot from
metadata embedded in the content stream or from an elec-
tronic program guide provided by a service provider. In one
embodiment, the audio visual device 16 connected to the
computing device 12 identifies the multimedia content asso-
ciated with the current broadcast. In another embodiment,
computing device 12 may also identify the multimedia con-
tent associated with the current broadcast.

In one embodiment, capture device 20 initially captures
one or more users viewing multimedia content in a field of
view, 6, of the capture device. Capture device 20 provides a
visual image of the captured users to the computing device 12.
Computing device 12 performs the identification of the users
captured by the capture device 20. In one embodiment, com-
puting device 12 includes a facial recognition engine 192 to
perform the identification of the users. Facial recognition
engine 192 may correlate a user’s face from the visual image
received from the capture device 20 with a reference visual
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image to determine the user’s identity. In another example,
the user’s identity may be also determined by receiving input
from the user identifying their identity. In one embodiment,
users may be asked to identify themselves by standing in front
of'the computing system 12 so that the capture device 20 may
capture depth images and visual images for each user. For
example, a user may be asked to stand in front of the capture
device 20, turn around, and make various poses. After the
computing system 12 obtains data necessary to identify a
user, the user is provided with a unique identifier identifying
the user. More information about identifying users can be
found in U.S. patent application Ser. No. 12/696,282, “Visual
Based Identity Tracking” and U.S. patent application Ser. No.
12/475,308, “Device for Identifying and Tracking Multiple
Humans over Time,” both of which are incorporated herein by
reference in their entirety. In another embodiment, the user’s
identity may already be known by the computing device when
the user logs into the computing device, such as, for example,
when the computing device is a mobile computing device
such as the user’s cellular phone. In another embodiment, the
user’s identity may also be determined using the user’s voice
print.

In one embodiment, the user’s identification information
may be stored in a user profile database 207 in the computing
device 12. The user profile database 207 may include infor-
mation about the user such as a unique identifier associated
with the user, the user’s name and other demographic infor-
mation related to the user such as the user’s age group, gender
and geographical location, in one example. The user profile
database 207 may also include information about the user’s
program viewing history, such as a list of programs viewed by
the user and recent movies or songs purchased by the user.

In one set of operations performed by the disclosed tech-
nology, capture device 20 tracks the users’ movements, ges-
tures, postures and facial expressions while the users’ view
multimedia content via the audio visual device 16. In one
example, the gestures, postures and movements tracked by
the capture device may include detecting if a user moves away
from the field of view of the capture device 20 or turns away
from the audio visual device 16 while viewing the program,
stays within the field of view of the capture device 20, faces
the audio visual device 16 or leans forward or talks to the
display screen of the audio visual device 16 while viewing the
program. Similarly, facial expressions tracked by the capture
device 20 may include detecting smiles, laughter, cries,
frowns, yawns or applauses from the user while the user
views the program.

In one embodiment, computing device 12 includes a ges-
tures library 196 and a gesture recognition engine 190. Ges-
tures library 196 includes a collection of gesture filters, each
comprising information concerning a movement, gesture or
posture that may be performed by the user. In one embodi-
ment, gesture recognition engine 190 may compare the data
captured by the cameras 36, 38 and device 20 in the form of
the skeletal model and movements associated with it to the
gesture filters in the gesture library 192 to identify when a
user (as represented by the skeletal model) has performed one
or more gestures or postures. Computing device 12 may use
the gestures library 192 to interpret movements of the skeletal
model to perform one or more operations of the disclosed
technology. More information about the gesture recognition
engine 190 can be found in U.S. patent application Ser. No.
12/422,661, “Gesture Recognition System Architecture,”
filed on Apr. 13, 2009, incorporated herein by reference in its
entirety. More information about recognizing gestures and
postures can be found in U.S. patent application Ser. No.
12/391,150, “Standard Gestures,” filed on Feb. 23, 2009; and
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U.S. patent application Ser. No. 12/474,655, “Gesture Tool”
filed on May 29, 2009, both of which are incorporated by
reference herein in their entirety. More information about
motion detection and tracking can be found in U.S. patent
application Ser. No. 12/641,788, “Motion Detection Using
Depth Images,” filed on Dec. 18, 2009; and U.S. patent appli-
cation Ser. No. 12/475,308, “Device for Identifying and
Tracking Multiple Humans over Time,” both of which are
incorporated herein by reference in their entirety.

Facial recognition engine 192 in computing device 12 may
include a facial expressions library 198. Facial expressions
library 198 includes a collection of facial expression filters,
each comprising information concerning a user’s facial
expression. In one example, the facial recognition engine 192
may compare the data captured by the cameras 36, 38 in the
capture device 20 to the facial expression filters in the facial
expressions library 198 to identify a user’s facial expression.
In another example, facial recognition engine 192 may also
compare the data captured by the microphone 40 in the cap-
ture device 20 to the facial expression filters in the facial
expressions library 198 to identify one or more vocal or audio
responses, such as, for example, sounds of laughter or
applause from a user. Audio responses may also include, for
example, singing, saying lines with a character appearing in
the program content, commentary from the user etc.

In another embodiment, the user’s movements, gestures,
postures and facial expressions may also be tracked using one
ormore additional sensors that may be positioned in a room in
which the user is viewing multimedia content via the audio-
visual device or placed, for example, on a physical surface
(such as a tabletop) in the room. The sensors may include, for
example, one or more active beacon sensors that emit struc-
tured light, pulsed infrared light or visible light onto the
physical surface, detect backscattered light from the surface
of one or more objects on the physical surface and track
movements, gestures, postures and facial expressions per-
formed by the user. The sensors may also include biological
monitoring sensors, user wearable sensors or tracking sensors
that can track movements, gestures, postures and facial
expressions performed by the user.

In one embodiment, the disclosed technology provides a
mechanism by which a user’s privacy concerns are met while
interacting with the target recognition and analysis system 10
by anonymizing the user’s profile information prior to track-
ing the user’s movements, gestures, postures and facial
expressions. In one example, an opt-in by the user to the
tracking of the user’s movements, gestures, postures and
facial expressions while viewing a program is also obtained
from the user before implementing the disclosed technology.
The opt-in may display an option with text such as, “Do you
consent to the tracking of your movements, gestures, postures
and facial expressions?” The option may be displayed to the
user during initial set up of the user’s system, each time the
user logs into the system or during specific sessions such as
just before the user starts watching a movie or a program.

In another set of operations performed by the disclosed
technology, computing system 12 determines a user’s
engagement level to multimedia content viewed by the user
such as a television program, based on the user’s movements,
gestures, postures, audio responses and facial expressions
tracked by the capture device 12. In one embodiment, capture
device 12 may track a user’s gestures, postures, movements
and facial expressions during consecutive time intervals that
span the length of the duration of the program and computing
device 12 may determine an engagement level of the program
viewed by the user during the consecutive time intervals,
based on the gestures, postures, movements and facial expres-
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sions performed by the user during each consecutive time
interval. It is to be appreciated that the tracking of a user’s
gestures, postures, movements and facial expressions during
consecutive time intervals that comprise the duration of a
program enables the determination of a user’s engagement
level to specific portions of the program and also the deter-
mination of the specific portions of the viewed program that
caused a specific engagement level from the user.

In one embodiment, computing device 12 includes a user-
specific response tracking module 202. User-specific
response tracking module 202 determines a user’s engage-
ment level to a program being viewed by the user based on the
gestures, postures, audio responses, movements and facial
expressions performed by the user while viewing the program
content. In one example, the engagement level of the user may
be determined to be one of “positive”, “satisfactory” or
“negative” based on the types of movements, gestures, pos-
tures, audio responses and facial expressions performed by
the user while viewing the program.

In one example, the engagement level of the user is deter-
mined to be “negative” if the user’s postures or gestures
indicate that the user moved away from the field of view of the
capture device or if the user’s head was turned away from the
audio visual device while viewing the program or if the user
was using another device (such as the user’s phone, lap top or
personal computer) while viewing the program. Similarly, the
engagement level of the user is determined to be “negative” if
the user’s facial expression indicated one of boredom or if a
user’s vocal or audio response indicated a yawn. The user’s
engagement level to a program viewed by a user may be
determined to be “satisfactory” if the gestures and postures
performed by the user indicate that the user faced the display
and was in the field of view for a threshold percentage of time
while viewing the program, in one example. The threshold
percentage of time may be pre-determined by the computing
device 12, in one implementation. Similarly, the engagement
level to a program viewed by a user may be determined to
“positive” if the user was within the field of view of the
capture device for the entire duration of the program, faced
the audio visual device 16, or, leaned forward while viewing
the program. It is to be appreciated that the types of gestures,
postures movements and facial expressions utilized to deter-
mine the user’s engagement level while viewing a program as
discussed above are for illustrative purposes and different
combinations of gestures, postures, audio responses, move-
ments and facial expressions may also be utilized to deter-
mine a user’s engagement levels to a viewed program, in
other embodiments. For example, an engagement level of the
user may also be determined by detecting the user’s presence
in the field of view ofthe computing device as soon as the user
hears a sound of laughter or applause from the program con-
tent being displayed via the user’s computing device.

In another example, the engagement level of the user may
also be determined based on detecting the duration of time
that the user was engaged while viewing the program (for
example, by detecting the duration of time that the user faced
the display while viewing the program content). For example,
the user may watch a program for the first five minutes,
perform other activities on other devices such as the user’s
phone or personal computer for fifteen minutes and then
watch the program again for another ten minutes and so forth.

In one embodiment, the user-specific response tracking
module 202 generates a user-specific report of a response to a
viewed program for each user identified by the capture device
20 based on the gestures, postures, movements and facial

20

25

30

40

45

50

55

60

65

10

expressions performed by each of the users. In one example,
the user-specific report of a response to a viewed program
may be implemented as a table with fields such as one or more
time intervals that comprise the length of the duration of the
program, the movement, postures or gestures and facial
expressions performed by a user during each time interval and
the user’s engagement level to the viewed program during
each time interval. An exemplary illustration of a user-spe-
cific report of a response to a viewed program is illustrated in
Table-1 as shown below:

TABLE 1

User-specific report of a response to a viewed program

Time- Facial Engagement
interval Movement/Gestures/Postures Expressions Level
start-t1 User faced display, user was Applause, Positive
in field of view laughter
t1-t2 User moved away from field of  None Negative
view
t2-end User faced display and was in None Satisfactory

field of view for a threshold

percentage of time

In another embodiment, the user-specific response track-
ing module 202 may also generate a user-specific report of the
average response to one or more viewed programs by each
user identified by the capture device 20. In one example, the
user-specific report of the average response to programs
viewed by a user may include information such as one or
more programs viewed by a user over a period of time, the
program genre, the percentage of program episodes viewed
by the user and the user’s average engagement level while
watching each program episode. In one embodiment, the
user’s average engagement level may be determined by
assigning numeric values to the positive, satisfactory or nega-
tive engagement levels obtained from the user over the dura-
tion of the viewed program, determining the average of the
numeric values corresponding to the engagement levels and
computing the average engagement level by determining if
the average of the numeric values falls within a pre-defined
range of values.

For example, suppose a negative, satisfactory and a posi-
tive engagement level is obtained during consecutive time
intervals, and the numeric values assigned to a negative
engagement level is 1, a satisfactory engagement level is 5
and a positive engagement level is 10, and the pre-defined
range of values for a negative engagement level is (1-4), a
satisfactory engagement level is (4-6) and a positive engage-
ment level is (6-10), then the user’s average engagement level
to the viewed program is determined to be “satisfactory”, in
one implementation, based on the average of the numeric
values which in this example is 5.3, and the pre-defined range
of numeric values, which in this example is (4-6). In one
example, the user’s average engagement level to a viewed
program may be displayed as a list of the user’s engagement
levels to each program episode viewed by the user. An exem-
plary illustration of a user-specific report of the average
response to a set of viewed programs is illustrated in “Table-
2” as shown below:
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TABLE 2

User-specific report of the average response to viewed programs

Average
engagement
level while
viewing each
program
episode

Percentage of
program
episodes

viewed by user

Viewed

Programs Program Genre

Program-1 Sci-Fi 80% {Positive,
Satisfactory,
Satisfactory,
Positive,
Negative,
Positive,
Positive,
Satisfactory}
{Satisfactory,
Positive,
Satisfactory,
Satisfactory,
Positive}
{Positive,
Positive,
Satisfactory,
Negative,
Satisfactory,
Positive,
Positive}

Program -2 Adventure 50%

Program-n Fantasy 70%

It is to be appreciated that the user-specific reports gener-
ated in Table-1 and Table-2 provide passive and anonymous
feedback of program content viewed by a user by providing a
detailed analysis of the gestures, postures, movements, facial
expressions performed by the user while viewing the program
content. In one embodiment, computing device 12 may pro-
vide the user-specific reports to a remote computing system
for analysis. For example, in one embodiment, the user-spe-
cific reports may be utilized by television rating agencies to
determine more accurate ratings of viewed program content,
in one embodiment.

In one embodiment, computing device 12 may receive
preview content related to a viewed program, for one or more
users, based on the user-specific reports, from a remote com-
puting system. For example, in one embodiment, the user-
specific reports may be utilized by one or more content pro-
viders or advertisers to generate preview content related to a
viewed program for the users. Preview content may include,
for example, content that is currently in development for a
program that may be initially presented to a selected subset of
users before the commencement of a public presentation of
the content. For example, preview content may include alter-
nate endings of a program, a snippet of the next episode of the
program or a preview to an upcoming movie or show.

In another embodiment, computing device 12 may receive
personalized content related to a viewed program, for one or
more users, based on the user-specific reports, from the con-
tent providers or advertisers. Personalized content may
include, for example, a selection of a set of most relevant
programs that a user would like to view or customization of
the type and amount of information to be conveyed to a user,
while the user views a program.

In one embodiment, computing device 12 may also provide
information about the user’s presence in a field of view while
viewing the multimedia content, the type of program viewed
by the user, the user’s demographic information and the
user’s program viewing history to one or more content pro-
viders and advertisers to receive preview content and person-
alized content related to the viewed program from the content
providers and advertisers. For example, if it is determined that
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a male user in the age group 30-35 is watching a science
fiction program and the user’s program viewing history indi-
cates the user’s preference for science fiction, then the user
may receive preview content related to a snippet of the next
episode of the science fiction program or personalized con-
tent related a selection of a set of science fiction programs that
the user would like to view, from the content providers and
advertisers.

The preview content and the personalized content may be
stored in a user preferences module 210 in the computing
system 12. In one embodiment, the user preferences module
210 includes a user-specific personalized content module 204
and a user-specific preview content module 206. The user-
specific personalized content module 204 stores personalized
content related to a viewed program for one or more users
interacting with the computing device. The user-specific pre-
view content module 206 stores preview content related to a
viewed program for one or more users interacting with the
computing device. The display module 208 displays the per-
sonalized content and preview content to the users, via the
audio visual device 16 connected to the computing device 12.

In one embodiment, and as discussed above, computing
device 12 may directly provide the user-specific reports to one
or more rating agencies, content providers and advertisers
and receive preview content and personalized content from
the content providers or advertisers. In an alternate embodi-
ment, computing device 12 may also provide the user-specific
reports to a user response aggregation service 502, which may
then provide the user-specific reports to the rating agencies,
content providers and advertisers. The operations performed
by the user response aggregation service 502 are discussed in
detail in FIG. 5.

FIG. 3 illustrates an example of a computing device 100
that may be used to implement the computing device 12 of
FIG. 1-2. The computing device 100 of FIG. 3 may be a
multimedia console 100, such as a gaming console. As shown
in FIG. 3, the multimedia console 100 has a central processing
unit (CPU) 200, and a memory controller 202 that facilitates
processor access to various types of memory, including a flash
Read Only Memory (ROM) 204, a Random Access Memory
(RAM) 206, a hard disk drive 208, and portable media drive
106. In one implementation, CPU 200 includes alevel 1 cache
210 and a level 2 cache 212, to temporarily store data and
hence reduce the number of memory access cycles made to
the hard drive 208, thereby improving processing speed and
throughput.

CPU 200, memory controller 202, and various memory
devices are interconnected via one or more buses (not shown).
The details of the bus that is used in this implementation are
not particularly relevant to understanding the subject matter
of interest being discussed herein. However, it will be under-
stood that such a bus might include one or more of serial and
parallel buses, a memory bus, a peripheral bus, and a proces-
sor or local bus, using any of a variety of bus architectures. By
way of example, such architectures can include an Industry
Standard Architecture (ISA) bus, a Micro Channel Architec-
ture (MCA) bus, an Enhanced ISA (EISA) bus, a Video Elec-
tronics Standards Association (VESA) local bus, and a
Peripheral Component Interconnects (PCI) bus also known as
a Mezzanine bus.

In one implementation, CPU 200, memory controller 202,
ROM 204, and RAM 206 are integrated onto a common
module 214. In this implementation, ROM 204 is configured
as a flash ROM that is connected to memory controller 202 via
a PCI bus and a ROM bus (neither of which are shown). RAM
206 is configured as multiple Double Data Rate Synchronous
Dynamic RAM (DDR SDRAM) modules that are indepen-
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dently controlled by memory controller 202 via separate
buses (not shown). Hard disk drive 208 and portable media
drive 106 are shown connected to the memory controller 202
via the PCI bus and an AT Attachment (ATA) bus 216. How-
ever, in other implementations, dedicated data bus structures
of different types can also be applied in the alternative.

A graphics processing unit 220 and a video encoder 222
form a video processing pipeline for high speed and high
resolution (e.g., High Definition) graphics processing. Data
are carried from graphics processing unit 220 to video
encoder 222 via a digital video bus (not shown). An audio
processing unit 224 and an audio codec (coder/decoder) 226
form a corresponding audio processing pipeline for multi-
channel audio processing of various digital audio formats.
Audio data are carried between audio processing unit 224 and
audio codec 226 via a communication link (not shown). The
video and audio processing pipelines output data to an A/V
(audio/video) port 228 for transmission to a television or
other display. In the illustrated implementation, video and
audio processing components 220-228 are mounted on mod-
ule 214.

FIG. 3 shows module 214 including a USB host controller
230 and a network interface 232. USB host controller 230 is
shown in communication with CPU 200 and memory con-
troller 202 via a bus (e.g., PCI bus) and serves as host for
peripheral controllers 104(1)-104(4). Network interface 232
provides access to a network (e.g., Internet, home network,
etc.) and may be any of a wide variety of various wire or
wireless interface components including an Ethernet card, a
modem, a wireless access card, a Bluetooth module, a cable
modem, and the like.

In the implementation depicted in FIG. 3, console 102
includes a controller support subassembly 240 for supporting
four controllers 104(1)-104(4). The controller support subas-
sembly 240 includes any hardware and software components
needed to support wired and wireless operation with an exter-
nal control device, such as for example, a media and game
controller. A front panel I/O subassembly 242 supports the
multiple functionalities of power button 112, the eject button
114, as well as any LEDs (light emitting diodes) or other
indicators exposed on the outer surface of console 102. Sub-
assemblies 240 and 242 are in communication with module
214 via one or more cable assemblies 244. In other imple-
mentations, console 102 can include additional controller
subassemblies. The illustrated implementation also shows an
optical /O interface 235 that is configured to send and receive
signals that can be communicated to module 214.

MUs 140(1) and 140(2) are illustrated as being connect-
able to MU ports “A” 130(1) and “B” 130(2) respectively.
Additional MUs (e.g., MUs 140(3)-140(6)) are illustrated as
being connectable to controllers 104(1) and 104(3), i.e., two
MU s for each controller. Controllers 104(2) and 104(4) can
also be configured to receive MUs (not shown). Each MU 140
offers additional storage on which games, game parameters,
and other data may be stored. In some implementations, the
other data can include any of a digital game component, an
executable gaming application, an instruction set for expand-
ing a gaming application, and a media file. When inserted into
console 102 or a controller, MU 140 can be accessed by
memory controller 202. A system power supply module 250
provides power to the components of gaming system 100. A
fan 252 cools the circuitry within console 102.

An application 260 comprising machine instructions is
stored on hard disk drive 208. When console 102 is powered
on, various portions of application 260 are loaded into RAM
206, and/or caches 210 and 212, for execution on CPU 200,
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wherein application 260 is one such example. Various appli-
cations can be stored on hard disk drive 208 for execution on
CPU 200.

Gaming and media system 100 may be operated as a stan-
dalone system by simply connecting the system to monitor
150 (FIG. 1), a television, a video projector, or other display
device. In this standalone mode, gaming and media system
100 enables one or more players to play games, or enjoy
digital media, e.g., by watching movies, or listening to music.
However, with the integration of broadband connectivity
made available through network interface 232, gaming and
media system 100 may further be operated as a participant in
a larger network gaming community.

FIG. 4 illustrates a general purpose computing device
which can be used to implement another embodiment of
computing device 12. With reference to FIG. 4, an exemplary
system for implementing embodiments of the disclosed tech-
nology includes a general purpose computing device in the
form of a computer 310. Components of computer 310 may
include, but are not limited to, a processing unit 320, a system
memory 330, and a system bus 321 that couples various
system components including the system memory to the pro-
cessing unit 320. The system bus 321 may be any of several
types of bus structures including a memory bus or memory
controller, a peripheral bus, and a local bus using any of a
variety of bus architectures. By way of example, and not
limitation, such architectures include Industry Standard
Architecture (ISA) bus, Micro Channel Architecture (MCA)
bus, Enhanced ISA (EISA) bus, Video Electronics Standards
Association (VESA) local bus, and Peripheral Component
Interconnect (PCI) bus also known as Mezzanine bus.

Computer 310 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 310 and includes
both volatile and nonvolatile media, removable and non-re-
movable media. By way of example, and not limitation, com-
puter readable media may comprise computer storage media
and communication media. Computer storage media includes
volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information such as computer readable instructions, data
structures, program modules or other data. Computer storage
media includes, but is not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can accessed by
computer 310. Communication media typically embodies
computer readable instructions, data structures, program
modules or other data in a modulated data signal such as a
carrier wave or other transport mechanism and includes any
information delivery media. The term “modulated data sig-
nal” means a signal that has one or more of its characteristics
set or changed in such a manner as to encode information in
the signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network or
direct-wired connection, and wireless media such as acoustic,
RF, infrared and other wireless media. Combinations of the
any of the above should also be included within the scope of
computer readable media.

The system memory 330 includes computer storage media
in the form of volatile and/or nonvolatile memory such as read
only memory (ROM) 331 and random access memory
(RAM) 332. A basic input/output system 333 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 310, such as during start-
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up, is typically stored in ROM 331. RAM 332 typically con-
tains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 320. By way of example, and not limitation, FIG. 4
illustrates operating system 334, application programs 335,
other program modules 336, and program data 337.

The computer 310 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 4 illustrates a hard disk drive 340
that reads from or writes to non-removable, nonvolatile mag-
netic media, a magnetic disk drive 351 that reads from or
writes to a removable, nonvolatile magnetic disk 352, and an
optical disk drive 355 that reads from or writes to a remov-
able, nonvolatile optical disk 356 such as a CD ROM or other
optical media. Other removable/non-removable, volatile/
nonvolatile computer storage media that can be used in the
exemplary operating environment include, but are not limited
to, magnetic tape cassettes, flash memory cards, digital ver-
satile disks, digital video tape, solid state RAM, solid state
ROM, and the like. The hard disk drive 341 is typically
connected to the system bus 321 through a non-removable
memory interface such as interface 340, and magnetic disk
drive 351 and optical disk drive 355 are typically connected to
the system bus 321 by a removable memory interface, such as
interface 350.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 4, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 310. In FIG. 4, for
example, hard disk drive 341 is illustrated as storing operating
system 344, application programs 345, other program mod-
ules 346, and program data 347. Note that these components
can either be the same as or different from operating system
334, application programs 335, other program modules 336,
and program data 337. Operating system 344, application
programs 345, other program modules 346, and program data
347 are given different numbers here to illustrate that, at a
minimum, they are different copies. A user may enter com-
mands and information into the computer 20 through input
devices such as a keyboard 362 and pointing device 361,
commonly referred to as a mouse, trackball or touch pad.
Other input devices (not shown) may include a microphone,
joystick, game pad, satellite dish, scanner, or the like. These
and other input devices are often connected to the processing
unit 320 through a user input interface 360 that is coupled to
the system bus, but may be connected by other interface and
bus structures, such as a parallel port, game port or a universal
serial bus (USB). A monitor 391 or other type of display
device is also connected to the system bus 321 via an inter-
face, such as a video interface 390. In addition to the monitor,
computers may also include other peripheral output devices
such as speakers 397 and printer 396, which may be con-
nected through an output peripheral interface 390.

The computer 310 may operate in a networked environ-
ment using logical connections to one or more remote com-
puters, such as a remote computer 380. The remote computer
380 may be a personal computer, a server, a router, a network
PC, a peer device or other common network node, and typi-
cally includes many or all of the elements described above
relative to the computer 310, although only a memory storage
device 381 has been illustrated in FIG. 4. The logical connec-
tions depicted in FIG. 4 include a local area network (LAN)
371 and a wide area network (WAN) 373, but may also
include other networks. Such networking environments are
commonplace in offices, enterprise-wide computer networks,
intranets and the Internet.
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When used in a LAN networking environment, the com-
puter 310 is connected to the LAN 371 through a network
interface or adapter 370. When used in a WAN networking
environment, the computer 310 typically includes a modem
372 or other means for establishing communications over the
WAN 373, such as the Internet. The modem 372, which may
be internal or external, may be connected to the system bus
321 via the user input interface 360, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 310, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 4 illustrates remote
application programs 385 as residing on memory device 381.
It will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers may be used.

In another embodiment, computing device (such as com-
puting device 12, described in FIGS. 1-2) may be imple-
mented as a mobile computing device. Mobile computing
device may include, for example, a cell phone, a web-enabled
smart phone, a personal digital assistant, a palmtop computer,
alaptop computer or any similar device which communicates
via wireless signals. In one embodiment, the disclosed tech-
nology may also be implemented using a head mounted dis-
play (HMD) device connected to a mobile computing device.
The HMD device, in one example may be in the shape of
glasses and worn on the head of a user so that the user can see
through a display and thereby have an actual direct view of the
space in front of the user. In one example, the HMD device
may communicate wirelessly (e.g., WiFi, Bluetooth, infra-
red, or other wireless communication means) to a mobile
computing device via a processing unit in the HMD device.

In one approach of the disclosed technology, a user may
view multimedia content via the HMD device connected to
the user’s mobile computing device. The mobile computing
device may determine a user’s response to multimedia con-
tent being viewed by the user by tracking the user’s move-
ments, gestures, postures and facial expressions via a camera
in the mobile computing device or the HMD device.

FIG. 5 illustrates an embodiment of a system for imple-
menting the present technology. FIG. 5 illustrates a user
response aggregation service 502 which is coupled via net-
work 504 to one or more processing devices 500A, 5008 . . .
500X. Network 504 may be a public network, a private net-
work, or a combination of public and private networks such as
the Internet. Each of the processing devices 500A, 5008, . . .
500X may comprise one or more of the processing devices
illustrated in FIGS. 1 through 4 herein. These include, for
example, a console 500A, a console 500B, or a personal
computer 500X.

In one embodiment, user response aggregation service 502
receives a user-specific report of the response to a viewed
program (e.g., illustrated in “Table-1"") and a user-specific
report of the average response to viewed programs (e.g.,
illustrated in “Table-2") corresponding to one or more users,
from the individual processing devices 500A, 500B and
500X. In one embodiment, the user response aggregation
service 502 generates an aggregated user response report
based on the user-specific reports received from the indi-
vidual processing devices 500A, 500B and 500X. In one
embodiment, the aggregated user response report includes
responses to a viewed program received from all of the users
via processing devices 500A, 500B and 500X. It is to be
appreciated that the user response aggregation service 502
may aggregate user responses of any number of users inter-
acting with the processing devices 500A, 5008 and 500X,
thereby enabling the collection of a large user-response data
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set for analysis by content providers and advertisers. In one
example, the aggregated user response report may include
information such as a list of users with anonymized user
profiles, the top viewed program by each of the users, the
program genre associated with the top viewed program and
the average engagement level to each program episode of the
top viewed program. The user profiles for each user may be
anonymized by computing system 12 prior to providing the
user profiles to the user response aggregation service 502, in
one embodiment. Alternatively, the user profiles may also be
anonymized by the user response aggregation service 502, in
another embodiment. An exemplary illustration of the aggre-
gated user response report is illustrated in ““Table-3” as shown
below:

TABLE 3

Aggregated user response report

Average

engagement level to

Users with each program
anonymized user Top viewed episode of top
profiles program Program Genre viewed program
User-1 Program-1 Science Fiction {Positive,
Satisfactory,
Satisfactory,
Positive, Negative,
Positive, Positive}
User-2 Program-1 Science Fiction {Positive,
Satisfactory,
Satisfactory}
User-n Program-2  Adventure {Positive,

Satisfactory,
Satisfactory,
Negative }

Inthe example shown in “Table-3,” the top viewed program
and the average engagement level to each program episode
may be derived from the user-specific reports illustrated in
FIG. 2. For example, the top viewed program may be derived
based on the percentage of program episodes of each program
viewed by a user (as shown in “Table-2”). In one embodi-
ment, the user response aggregation service 502 provides the
user-specific reports (shown in “Table-1, and “Table-2") and
the aggregated user response report (shown in “Table-3") to
one or more of rating agencies, content providers and adver-
tisers 518.

In certain embodiments, user response aggregation service
502 may also generate a user-specific report for all the users
identified by the capture device 20. In one example, the user-
specific report for all identified users may include informa-
tion such as the duration of time that each user was engaged
while watching the program content (for example, by detect-
ing the duration of time that the user faced the display while
viewing the program content), when each user entered the
field of view, when each user left the field of view and the
user’s level of engagement while viewing the program con-
tent (derived from Tables-1, 2 and 3). The user-specific report
for all identified users is illustrated in Table-3 below:
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TABLE 3

User-specific report for all identified users in the field of view

Level of
Duration of Times when Times when Engagement
time that user ~ user entered user left to viewed
Users was engaged FOov FOov program
User-1 30 minutes 12.30 PM, 12.40 PM, Satisfactory
12.45 PM 1.05 PM
User-2 5 minutes 12.30 PM 12.35 PM Negative
User-N 45 minutes 12.30 PM 1.15PM Positive

In another embodiment, user response aggregation service
502 receives preview content related to a viewed program, for
one or more users, based on the user-specific reports and the
aggregated user response report, from the content providers
or advertisers. The preview content may be stored in a pre-
view content module 510. In another embodiment, user
response aggregation service 502 receives personalized con-
tent related to a viewed program, for one or more users, based
on the user-specific reports and the aggregated user response
report, from the content providers or advertisers. The person-
alized content may be stored in a personalized content mod-
ule 508. In one embodiment, user response aggregation ser-
vice 502 delivers the preview content and personalized
content to the processing devices 500A, 500B and 500X,
which may then be displayed via an audio visual device in the
processing devices, to the users. As further illustrated, user
response aggregation service 502 also includes a global user
profile database 514. The global user profile database 514
includes information about a user’s account such as a unique
identifier and password associated with the user and a console
identifier that uniquely identifies a user of a processing device
such as 500A, 500B or 500X, and the user’s profile informa-
tion.

The hardware devices of FIGS. 1-5 discussed above can be
used to implement a system that generates passive and anony-
mous feedback of program content viewed by users by track-
ing movements, gestures, postures and facial expressions per-
formed by the users, while viewing the program content. The
passive and anonymous feedback of program content may be
provided to one or more of rating agencies, content providers
and advertisers, in one embodiment. In another embodiment,
the hardware devices of FIGS. 1-5 can also be used to imple-
ment a system that provides preview content and personalized
content to one or more users based on the movements, ges-
tures, postures and facial expressions performed by the users.

FIG. 6 is a flowchart describing one embodiment of a
process for generating passive and anonymous feedback of
program content viewed by a user by tracking movements,
gestures, postures and facial expressions performed by the
user. In one embodiment, the steps of FIG. 6 may be per-
formed by software modules in the gesture recognition
engine 190, the facial recognition engine 192, user-specific
response tracking module 202, user preferences module 210
and the display module 208. In step 600, multimedia content
associated with a current broadcast is received and displayed.
As discussed in FIG. 2, multimedia content can include any
type of audio, video, and/or image media content received
from media content sources such as content providers, broad-
band, satellite and cable companies, advertising agencies the
internet or video streams from a web server. For example,
multimedia content can include recorded video content,
video-on-demand content, television content, television pro-
grams, advertisements, commercials, music, movies, video
clips, and other on-demand media content. In one embodi-
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ment, the multimedia content may be received and displayed
by the audiovisual device 16 connected to the computing
device 12. In an alternate embodiment, the multimedia con-
tent may be received at the computing device 12, which may
then display the multimedia content via the audiovisual
device 16 to the users.

In step 602, multimedia content associated with the current
broadcast is identified. In one embodiment, the multimedia
content identified may include a television program, movie, a
live performance or a sporting event. The multimedia content
may be identified by the audio visual device 16 connected to
the computing device 12, in one embodiment. Alternatively,
the multimedia content may also be identified by the comput-
ing device 12. In step 604, one or more users in a field of view
of'the capture device 20 connected to the computing device 12
are identified. In one embodiment, the computing device 12
may determine a user’s identity by receiving input from the
user identifying their identity. In another embodiment, and as
discussed in FIG. 2, the facial recognition engine 192 in
computing device 12 may also perform the identification of
users. In step 606, the user’s identification information is
anonymized. As discussed in FIG. 2, in one embodiment, a
user’s privacy concerns are met by anonymizing the user’s
profile information prior to implementing the disclosed tech-
nology.

In step 608, a user’s movements, gestures and postures in a
field of view of the capture device 12 are tracked while the
user views the program. The process by which a user’s move-
ments, gestures and postures may be captured and tracked by
the capture device 20 is discussed in FIG. 7. In step 610, the
user’s facial expressions are also tracked while the user views
the program. In one embodiment, and as discussed in FIG. 2,
the user’s gestures, postures, movements and facial expres-
sions may be tracked during consecutive time intervals that
comprise the length of duration of the program. In step 612,
an engagement level to the program viewed by the user is
determined based on the gestures, postures, movements and
facial expressions performed by the user. In one embodiment,
and as discussed in FIG. 2, the engagement level to a program
viewed by a user may be determined to be one of “positive”,
“satisfactory” or “negative” based on the types of move-
ments, gestures, postures and facial expressions performed
by the user while viewing the program.

In step 614, it is determined if the current broadcast has
ended. If the current broadcast has not yet ended, multimedia
content associated with the current broadcast is received at
step 600 as discussed above. If the current broadcast has
ended, then a user-specific report of the response to a viewed
program and a user-specific report of the average response to
programs viewed by the user are generated, in step 616. Inone
embodiment, the reports provide passive and anonymous
feedback of program content viewed by a user by providing a
detailed analysis of the user’s gestures, postures, movements
and facial expressions while viewing the program content.
The generation of the user-specific reports is discussed in
detail above with respect to FIG. 2. In step 618, the user-
specific reports are transmitted to a remote system for analy-
sis. In one embodiment, the user-specific reports are provided
to rating agencies, content providers and advertisers. In one
embodiment, the user-specific reports are utilized by televi-
sion rating agencies to determine more accurate ratings of
viewed program content.

FIGS. 7-8 are flow charts that provide more details of
various steps of FIG. 6.

FIG. 7 is a flowchart describing one embodiment of a
process for capturing and tracking user motion data from a
sensor in the capture device 20 (step 608 of FIG. 6). At step
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620, processor 42 of the capture device 20 receives a visual
image and depth image from the image capture component
32. In other examples, only a depth image is received at step
620. The depth image and visual image can be captured by
any of the sensors in image capture component 32 or other
suitable sensors as are known in the art. In one embodiment
the depth image is captured separately from the visual image.
In some implementations the depth image and visual image
are captured at the same time while in others they are captured
sequentially or at different times. In other embodiments the
depth image is captured with the visual image or combined
with the visual image as one image file so that each pixel has
an R value, a G value, a B value and a Z value (representing
distance).

At step 622, depth information corresponding to the visual
image and depth image are determined. The visual image and
depth image received at step 620 can be analyzed to deter-
mine depth values for one or more targets within the image.
Capture device 20 may capture or observe a capture area that
may include one or more targets.

At step 624 the capture device determines whether the
depth image includes one or more human targets. In one
example, each target in the depth image may be flood filled
and compared to a pattern to determine whether the depth
image includes a human target. In one example, the edges of
each target in the captured scene of the depth image may be
determined. The depth image may include a two dimensional
pixel area of the captured scene. Each pixel in the 2D pixel
area may represent a depth value such as a length or distance
for example as can be measured from the camera. The edges
may be determined by comparing various depth values asso-
ciated with for example adjacent or nearby pixels of the depth
image. If the various depth values being compared are greater
than a pre-determined edge tolerance, the pixels may define
an edge. The capture device may organize the calculated
depth information including the depth image into Z layers or
layers that may be perpendicular to a Z-axis extending from
the camera along its line of sight to the viewer. The likely Z
values of the Z layers may be flood filled based on the deter-
mined edges. For instance, the pixels associated with the
determined edges and the pixels of the area within the deter-
mined edges may be associated with each other to define a
target or an object in the capture area.

At step 626, the capture device scans the human target for
one or more body parts. The human target can be scanned to
provide measurements such as length, width or the like that
are associated with one or more body parts of a user, such that
an accurate model of the user may be generated based on
these measurements. In one example, the human target is
isolated and a bit mask is created to scan for the one or more
body parts. The bit mask may be created for example by flood
filling the human target such that the human target is sepa-
rated from other targets or objects in the capture area ele-
ments.

At step 628 one or more models of the one or more human
targets is generated (or updated) based on the scan performed
at step 626. The bit mask may be analyzed for the one or more
body parts to generate a model such as a skeletal model, a
mesh human model or the like of the human target. For
example, measurement values determined by the scanned bit
mask may be used to define one or more joints in the skeletal
model. The bitmask may include values of the human target
along an X, Y and Z-axis. The one or more joints may be used
to define one or more bones that may correspond to a body
part of the human.

According to one embodiment, to determine the location of
the neck, shoulders, or the like of the human target, a width of
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the bitmask, for example, at a position being scanned, may be
compared to a threshold value of a typical width associated
with, for example, a neck, shoulders, or the like. In an alter-
native embodiment, the distance from a previous position
scanned and associated with a body part in a bitmask may be
used to determine the location of the neck, shoulders or the
like.

In one embodiment, to determine the location of the shoul-
ders, the width of the bitmask at the shoulder position may be
compared to a threshold shoulder value. For example, a dis-
tance between the two outer most Y values at the X value of
the bitmask at the shoulder position may be compared to the
threshold shoulder value of a typical distance between, for
example, shoulders of a human. Thus, according to an
example embodiment, the threshold shoulder value may be a
typical width or range of widths associated with shoulders of
a body model of a human.

In one embodiment, some body parts such as legs, feet, or
the like may be calculated based on, for example, the location
of other body parts. For example, as described above, the
information such as the bits, pixels, or the like associated with
the human target may be scanned to determine the locations
of various body parts of the human target. Based on such
locations, subsequent body parts such as legs, feet, or the like
may then be calculated for the human target.

According to one embodiment, upon determining the val-
ues of, for example, a body part, a data structure may be
created that may include measurement values such as length,
width, or the like of the body part associated with the scan of
the bitmask of the human target. In one embodiment, the data
structure may include scan results averaged from a plurality
depth images. For example, the capture device may capture a
capture area in frames, each including a depth image. The
depth image of each frame may be analyzed to determine
whether a human target may be included as described above.
If the depth image of a frame includes a human target, a
bitmask of the human target of the depth image associated
with the frame may be scanned for one or more body parts.
The determined value of a body part for each frame may then
be averaged such that the data structure may include average
measurement values such as length, width, or the like of the
body part associated with the scans of each frame. In one
embodiment, the measurement values of the determined body
parts may be adjusted such as scaled up, scaled down, or the
like such that measurements values in the data structure more
closely correspond to a typical model of a human body. Mea-
surement values determined by the scanned bitmask may be
used to define one or more joints in a skeletal model at step
628.

At step 630 the model(s) created (or updated) in step 628
is/are tracked using skeletal mapping. For example, the skel-
etal model of the user 18 may be adjusted and updated as the
user moves in physical space in front of the camera within the
field of view. Information from the capture device may be
used to adjust the model so that the skeletal model accurately
represents the user. In one example this is accomplished by
one or more forces applied to one or more force receiving
aspects of the skeletal model to adjust the skeletal model into
apose that more closely corresponds to the pose of the human
target and physical space.

At step 632, the motion determined based on the skeletal
mapping is used to generate a user motion capture file. In one
embodiment of step 632, the determining of the motion may
include calculating the position, direction, acceleration and
curvature of one or more body parts identified by the scan.
The position of the body part is calculated in X, Y, Z space to
create a three dimensional positional representation of the
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body part within the field of view of the camera. The direction
of movement of the body part is calculated based upon the
position. The directional movement may have components in
any one of or a combination of the X, Y, and Z directions. The
curvature of the body part’s movement in the X, Y, Z space is
determined, for example, to represent non-linear movement
within the capture area by the body part. The velocity, accel-
eration and curvature calculations are not dependent upon the
direction. It is to be appreciated that the use of X, Y, Z
Cartesian mapping is provided only as an example. In other
embodiments, different coordinate mapping systems can be
used to calculate movement, velocity and acceleration. A
spherical coordinate mapping, for example, may be useful
when examining the movement of body parts which naturally
rotate around joints.

Once all body parts in the scan have been analyzed, the user
motion capture file generated in step 632 may be updated for
the target. In one example, the user motion capture file is
generated or updated in real time based on information asso-
ciated with the tracked model. For example, in one embodi-
ment the motion capture file may include the vectors includ-
ing X, Y, and Z values that define the joints and bones of the
model as it is being tracked at various points in time. As
described above, the model being tracked may be adjusted
based on user motions at various points in time and a motion
capture file of the model for the motion may be generated and
stored. The user motion capture file may capture the tracked
model during natural movement by the user interacting with
the target recognition analysis and tracking system. For
example, the user motion capture file may be generated such
that the user motion capture file may naturally capture any
movement or motion by the user during interaction with the
target recognition analysis and tracking system. The user
motion capture file may include frames corresponding to, for
example, a snapshot of the motion of the user at different
points in time. Upon capturing the tracked model, informa-
tion associated with the model including any movements or
adjustment applied thereto at a particular point in time may be
rendered in a frame of the user motion capture file. The
information in the frame may include for example the vectors
including the X, Y, and Z values that define the joints and
bones of the tracked model and a time stamp that may be
indicative of a point in time in which for example the user
performed the movement corresponding to the pose of the
tracked model.

In one embodiment, steps 620-632 are performed by cap-
ture device 20. In other embodiments, various ones of steps
620-632 may be performed by other components, such as by
computing device 12. For example, the capture device 20 may
provide the visual and/or depth images to the computing
device 12 which will determine depth information, detect the
human target, scan the target, generate and track the model
and capture motion of the human target.

FIG. 8 illustrates an example of a skeletal model or map-
ping 634 representing a scanned human target that may be
generated at step 628 of FIG. 7. According to one embodi-
ment, the skeletal model 634 may include one or more data
structures that may represent a human target as a three-di-
mensional model. Each body part may be characterized as a
mathematical vector defining joints and bones of the skeletal
model 634.

Skeletal model 634 includes joints n1-n18 (and, in some
embodiments, additional joints). Each of the joints n1-n18
may enable one or more body parts defined there between to
move relative to one or more other body parts. A model
representing a human target may include a plurality of rigid
and/or deformable body parts that may be defined by one or
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more structural members such as “bones™ with the joints
nl1-n18 located at the intersection of adjacent bones. The
joints n1-n18 may enable various body parts associated with
the bones and joints n1-n18 to move independently of each
other or relative to each other. For example, the bone defined
between the joints n7 and n11 corresponds to a forearm that
may be moved independent of, for example, the bone defined
between joints n15 and n17 that corresponds to a calf. It is to
be understood that some bones may correspond to anatomical
bones in a human target and/or some bones may not have
corresponding anatomical bones in the human target.

The bones and joints may collectively make up a skeletal
model, which may be a constituent element of the model. An
axial roll angle may be used to define a rotational orientation
of a limb relative to its parent limb and/or the torso. For
example, if a skeletal model is illustrating an axial rotation of
an arm, a roll joint may be used to indicate the direction the
associated wrist is pointing (e.g., palm facing up). By exam-
ining an orientation of a limb relative to its parent limb and/or
the torso, an axial roll angle may be determined. For example,
if examining a lower leg, the orientation of the lower leg
relative to the associated upper leg and hips may be examined
in order to determine an axial roll angle.

FIG. 9 is a flowchart describing one embodiment of a
process for providing personalized content to a user based on
movements, gestures, postures and facial expressions per-
formed by the user. Steps (640-656) are similar to steps (600-
616) of the process described in FIG. 6. Upon generation of a
user-specific report of the response to a viewed program and
a user-specific report of the average response to a set of
viewed programs in step 656, the user-specific reports are
provided to content providers and advertisers in step 658. In
step 660, personalized content related to a viewed program
for one or more users is received from the content providers
and advertisers. In one example, the content providers and
advertisers may analyze information in the user-specific
reports such as the user’s engagement level to a viewed pro-
gram, the user’s gestures, postures, movements, facial
expressions while viewing a program, and the program genre
associated with the viewed program to derive personalized
content related to the viewed program for the user. Personal-
ized content may include, for example, a selection of a set of
most relevant programs that a user would like to view or a
customization of the type and amount of information to be
conveyed to a user, while the user views a program. The
personalized content may be received at the computing
device 12, in one embodiment or at the audiovisual device 16
connected to the computing device 12, in another embodi-
ment. In step 662, the personalized content is displayed to the
user via the audio visual device connected to the computing
device.

FIG. 10 is a flowchart describing one embodiment of a
process for providing preview content to a user based on
movements, gestures, postures and facial expressions per-
formed by the user. In step 670, the user-specific report of the
response to a viewed program and the user-specific report of
the average response to a set of viewed programs generated as
discussed in FIG. 2 are provided to content providers and
advertisers. In step 672, user eligibility to participate in pre-
view content related to a viewed program is received from the
content providers and advertisers. Preview content may
include, for example, content that is currently in development
for a program that may be initially presented to a selected
subset of users before the commencement of a public presen-
tation of the content. Preview content may include, for
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example, alternate endings of a program, a snippet of the next
episode of the program or a preview to an upcoming movie or
show.

In one embodiment, user eligibility to participate in pre-
view content related to a viewed program may be determined
by the content providers and advertisers based on the percent-
age of program episodes viewed by a user, the average
engagement level to each program episode and based on the
movements, gestures, postures and facial expressions per-
formed by the user while the user viewed the program, as
determined from the user-specific reports. In step 674, the
user is provided with an option to participate in a preview
study based on the user eligibility determined in step 672. In
step 676, an opt-in by the user to participate in a preview study
may be obtained. In one example, obtaining an opt-in by a
user may include prompting a user to select an option dis-
played via the audio visual device 16 connected to the com-
puting device 12. In one embodiment, the audiovisual device
16 may display a menu having two options to the user. A first
option may display text such as, “Do you want to participate
in a preview study?” A second option may display text such
as, “Do you want to continue watching the current program?”

In step 678, upon receiving an opt-in from the user to
participate in a preview study, preview content for a viewed
program is received and displayed to the user. In one embodi-
ment, the preview content may be received from various
media content sources such as content providers, broadband,
satellite and cable companies, the internet, video streams
from a web server or advertising agencies. The preview con-
tent is received at the audiovisual device 16, in one embodi-
ment. In another embodiment, the preview content is received
at the computing device 12 connected to the audio visual
device. In step 680, the preview content is displayed via the
audio visual device to the user.

FIG. 11 is a flowchart describing one embodiment of a
process for providing new or modified personalized content
or preview content to a user based on feedback obtained from
the user. In step 700, personalized content or preview content
(provided to the user by content providers and advertisers as
discussed in FIGS. 9 and 10 respectively) is displayed on the
user’s computing device. In step 702, it is determined if the
user is actually watching the personalized content or the
preview content. For example, it may be determined if the
user is watching the personalized content or the preview
content if the user’s posture indicates that the user is facing
the display device or if the user’s facial expression or vocal
response indicates one of laughter or applause. If it is deter-
mined that the user is not watching the personalized content
or the preview content, then a “content not watched” feedback
message is provided to the content providers and advertisers
in step 704. At step 710, new or modified personalized content
or preview content for the user may be received from the
content providers and advertisers based on the feedback mes-
sage. For example, the content providers and advertisers may
modify the personalized content to display a new set of rel-
evant programs that the user would like to view or modify the
preview content to include a new alternate ending of the next
episode of the program. At step 712, the new or modified
personalized content or preview content is displayed to the
user.

At step 702, if it is determined that the user is watching the
personalized content, then the user’s movements, gestures,
postures and facial expressions are tracked in step 706. In step
708, the user’s engagement level to the program being viewed
is determined based on the user’s movements, gestures, pos-
tures and facial expressions. In step 709, the user’s engage-
ment level is provided to the content providers and advertis-
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ers. The user’s engagement level may be determined as
discussed in FIG. 2. In step 710, new or modified personalized
content for the user may be received from the content provid-
ers and advertisers based on the user’s engagement level as
discussed above. For example, if it is determined that the
user’s engagement level while viewing the personalized con-
tent is positive, then the content providers and advertisers
may generate additional personalized content that includes a
new or updated set of the most relevant programs that the user
would like to view or provide the user with additional alter-
nate endings of the next episode of the program. At step 712,
the new or updated personalized content is displayed to the
user.

Although the subject matter has been described in lan-
guage specific to structural features and/or methodological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims. It is intended that the scope of the
invention be defined by the claims appended hereto.

What is claimed is:

1. A computer-implemented method for generating passive
and anonymous feedback of multimedia content viewed by
users, comprising the computer-implemented steps of:

receiving and displaying multimedia content associated

with a current broadcast;
identifying one or more of the users in a field of view of a
capture device connected to a computing device, the
identifying comprising uniquely identifying the one or
more users based on capturing at least one of a visual
image, and a depth image associated with the one or
more users;
tracking movements, gestures and postures performed by
the one or more users in the field of view by a gesture
recognition engine based on a three-dimensional skel-
etal model which models body parts as joints and bones;

tracking facial expressions performed by the one or more
users viewing the multimedia content by a facial recog-
nition engine based on stored facial expression filters,

tracking vocal responses from the one or more users while
viewing the multimedia content,

automatically determining an engagement level of the one

or more users to the multimedia content being viewed
based on the movements, gestures, postures, the facial
expressions, and the vocal responses performed by the
one or more users in the field of view;

automatically generating a report of a response to viewed

multimedia content, for the one or more users, based on
the movements, gestures, postures, the facial expres-
sions, and the vocal responses performed by the one or
more users, the automatically tracking and automati-
cally generating are performed by the computing device;
and

transmitting the report of the response to the viewed mul-

timedia content to a remote computing system.

2. The computer-implemented method of claim 1, wherein
tracking the movements, gestures and postures performed by
the one or more users further comprises:

detecting whether a user moves away from the field of

view, stays within the field of view, faces an audio visual
device connected to the computing device, leans for-
ward and turns away from the audio visual device while
viewing the multimedia content.
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3. The computer-implemented method of claim 1,

wherein the facial expressions comprise one or more of

smiles, laughter, cries, frowns, yawns and applauses
from the one or more users.

4. The computer-implemented method of claim 1 further
comprising:

polling responses to viewed multimedia content from mul-

tiple users, aggregating the responses and transmitting
the aggregated responses of the multiple users to the
remote computing system for analysis.

5. The computer-implemented method of claim 4, wherein
determining the engagement level of the one or more users
further comprises:

determining one of a positive, satisfactory or negative

engagement level to the multimedia content viewed by
the one or more users, based on the gestures, postures,
movements facial expressions and vocal responses per-
formed by the one or more users viewing the multimedia
content.

6. The computer-implemented method of claim 1, wherein
automatically generating a report of a response to viewed
multimedia content comprises generating a user-specific
report of a response to a viewed program, wherein the user-
specific report further comprises:

one or more time intervals that comprise the length of a

duration of the program viewed by the one or more users,
the movements, gestures, postures, vocal responses and
facial expressions performed by the one or more users
during each time interval and the one or more users
engagement level to the viewed program during each
time interval.

7. The computer-implemented method of claim 1, wherein
transmitting the report of the response to a remote computing
system further comprises:

providing a user-specific report of the response to the

viewed multimedia content to at least one or more of
rating agencies, content providers and advertisers.

8. The computer-implemented method of claim 7, further
comprising:

receiving preview content related to the viewed multimedia

content based on the user-specific report and displaying
the preview content to the one or more users via an audio
visual device connected to the computing device.

9. The computer-implemented method of claim 7, further
comprising:

receiving personalized content related to the viewed mul-

timedia content based on the user-specific report and
displaying the personalized content to the one or more
users via an audio visual device connected to the com-
puting device.

10. The computer-implemented method of claim 1, further
comprising:

receiving at least one of preview content or personalized

content related to a viewed program being viewed for the
one or more users based on detecting the one or more
users presence in the field of view of the capture device
which is communicatively coupled to the computing
device, the type of program being viewed by the one or
more users, demographic information related to the one
or more users and a program viewing history related to
the one or more users.

11. The computer-implemented method of claim 1 further
comprising:

the transmitting the report of the response to the viewed

multimedia content to a remote computing system com-
prises providing the report to at least one or more of
rating agencies, content providers and advertisers and
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receiving preview content related to the viewed multi-
media content based on the report; and

the transmitting the report of the response to the viewed
multimedia content to a remote computing system com-
prises providing the report to at least one or more of
rating agencies, content providers and advertisers and
receiving personalized content related to the viewed
multimedia content based on the report.

12. An apparatus for generating passive and anonymous

feedback of multimedia content viewed by users, comprising:

a depth camera;

a computing device connected to the depth camera to
receive multimedia content associated with a current
broadcast, identify one or more users in a field of view of
a capture device, track movements, gestures, and pos-
tures performed by the one or more users in the field of
view based a three-dimensional skeletal model which
models body parts as joints and bones and depth images
from the depth camera, track facial expressions of the
one or more users in the field of view by a facial recog-
nition engine based on stored facial expression filters,
track vocal responses from the one or more users while
viewing the multimedia content, determine an engage-
ment level of the one or more users to viewed multime-
dia content based on tracking the movements, gestures,
postures, vocal responses and facial expressions per-
formed by the one or more users and receive preview
content and personalized content related to the viewed
multimedia content for the one or more users based on
the engagement level of the one or more users to the
viewed multimedia content.

13. The apparatus of claim 12, wherein:

the computing device generates a user-specific report of a
response to the viewed multimedia content for the one or
more users based on the movements, gestures, postures,
vocal responses and facial expressions performed by the
one or more users, provides the user-specific report of
the response to the viewed multimedia content to a
remote computing system and receives preview content
and personalized content related to the viewed multime-
dia content for the one or more users, from the remote
computing system.

14. The apparatus of claim 13, wherein:

the computing device receives a user eligibility to partici-
pate in a preview study related to the viewed multimedia
content from the remote computing system, wherein the
user eligibility is determined based on the user-specific
report of the response to the viewed multimedia content.

15. The apparatus of claim 14, wherein:

the user eligibility is further determined based on at least
one of a percentage of program episodes associated with
the multimedia content viewed by the one or more users
and an average response to each program episode
viewed by the one or more users.
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16. The apparatus of claim 14, wherein:

the computing device provides the one or more users with
an option to participate in the preview study, receives an
opt-in by the one or more users to the participate in the
preview study and receives the preview content for the
viewed multimedia content from the remote computing
system.

17. The apparatus of claim 12, further comprising:

an audio visual device connected to the computing device,

the audio visual device displays at least one of the pre-
view content and the personalized content to the one or
more users, the computing device determines the
engagement level of the one or more users while viewing
the preview content and the personalized content by
tracking the movements, gestures, postures and facial
expressions of the one or more users, provides the
engagement level to one or more content providers and
advertisers for analysis and receives at least one of new
preview content, new personalized content, modified
preview content or modified personalized content from
the content providers and advertisers, based on the
analysis.

18. One or more processor readable storage devices having
processor readable code embodied on said one or more pro-
cessor readable storage devices, the processor readable code
for programming one or more processors to perform a method
comprising:

tracking movements, gestures and postures performed by

the one or more users in the a field of view of a capture
device communicatively coupled to the one or more
processors based on a three-dimensional skeletal model
which models body parts as joints and bones during
displaying of multimedia content;

tracking vocal responses from the one or more users while

viewing the multimedia content,

automatically determining an engagement level of the one

or more users to the multimedia content being viewed by
the one or more users based on the tracking the move-
ments, gestures, vocal responses and postures per-
formed by the one or more users;

automatically generating a report about the response of the

one or more users to the multimedia content based on the
tracking the movements, gestures, vocal responses and
postures performed by the one or more users;
transmitting the report to a remote computing system;
receiving personalized content related to the multimedia
content for the one or more users based on the transmit-
ted report; and

causing the personalized content to be displayed.

19. One or more processor readable storage devices
according to claim 18, wherein tracking the movements, ges-
tures, vocal responses and postures performed by the one or
more users further comprises:

detecting whether a user turns away from an audio visual

device displaying the multimedia content.
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