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AUTOMATIC PASSIVE AND ANONYMOUS 
FEEDBACK SYSTEM 

BACKGROUND 

Television rating systems rely on self-recorded paper dia 
ries or electronic metering technology to measure the number 
of people watching a television program or show. For 
example, rating systems typically utiliZe electronic meters 
that are placed near television sets to determine when a tele 
vision set is on, what channel the television set is tuned to and 
how many people are watching a particular television pro 
gram. Rating systems typically utiliZe a representative 
sample of a population to gather a certain amount of data 
about a general population. In addition, paper diaries utiliZed 
by rating systems are generally affected by response biases by 
viewers of television shows or programs. 

SUMMARY 

Disclosed herein is a method and system that generates 
passive and anonymous feedback of multimedia content 
viewed by users by tracking movements, gestures, postures, 
vocal responses, and facial expressions performed by the 
users, while the users view the multimedia content. The mul 
timedia content may include recorded video content, video 
on-demand content, television content, television programs, 
advertisements, commercials, music, movies, video clips, 
and other on-demand media content. In one embodiment of 
the disclosed technology, a user’s presence in a ?eld of view 
while the user views program content via the user’s comput 
ing device is detected. The type of program content being 
viewed by the user, the user’s demographic information and 
the user’s program viewing history is determined. The detec 
tion of the user’s presence, the program content, the user’s 
demographic information and the user’s program viewing 
history is utiliZed by rating agencies, content providers and 
advertisers to provide preview content and personaliZed con 
tent related to the program viewed by the user. 

In another embodiment, a user’s engagement level to a 
viewed program is determined by tracking movements, ges 
tures, postures and facial expressions performed by the user. 
The user’s movements, gestures, postures and facial expres 
sions are provided to one or more of rating agencies, content 
providers and advertisers. In one embodiment, the user’s 
gestures, postures, movements and facial expressions are uti 
liZed by content providers and advertisers to provide preview 
content and personaliZed content related to a program viewed 
by a user. The preview content and the personaliZed content 
are displayed to the user via a display device. In another 
embodiment, the disclosed technology enables the polling 
and aggregation of responses to viewed multimedia content 
from a large number of households to generate a large user 
response data set for analysis by content providers and adver 
tisers. 

In one embodiment, a method for generating passive and 
anonymous feedback of multimedia content viewed by users 
is disclosed. The method includes receiving and displaying 
multimedia content associated with a current broadcast. The 
method includes identifying one or more of the users in a ?eld 
of view of a capture device connected to a computing device 
and automatically determining an engagement level of the 
users to the multimedia content being viewed by the users. In 
one embodiment, the engagement level of the users is deter 
mined by tracking the movements, gestures, postures, audio 
responses, and facial expressions performed by the users. The 
method further includes automatically generating a report of 
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2 
a response to the multimedia content viewed by each user 
identi?ed by the capture device based on the movements, 
gestures, postures, audio responses and facial expressions 
performed by the users. The report is transmitted to a remote 
computing system for analysis. 

In one embodiment, preview content related to a program 
viewed by the user is received from content providers and 
advertisers based on the report. The preview content is dis 
played to the user via an audio visual device connected to a 
computing device. In another embodiment, personalized con 
tent related to a program viewed by the user is received from 
the content providers and advertisers based on the report. The 
personaliZed content is displayed to the user via an audio 
visual device connected to a computing device. 

This summary is provided to introduce a selection of con 
cepts in a simpli?ed form that are further described below in 
the detailed description. This summary is not intended to 
identify key features or essential features of the claimed sub 
ject matter, nor is it intended to be used as an aid in determin 
ing the scope of the claimed subject matter. Furthermore, the 
claimed subject matter is not limited to implementations that 
solve any or all disadvantages noted in any part of this dis 
closure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates one embodiment of a target recognition, 
analysis and tracking system for performing the operations of 
the disclosed technology. 

FIG. 2 illustrates one embodiment of a capture device that 
may be used as part of the tracking system. 

FIG. 3 illustrates an example of a computing device that 
may be used to implement the computing device of FIG. 1-2. 

FIG. 4 illustrates a general purpose computing device 
which can be used to implement another embodiment of 
computing device 12. 

FIG. 5 illustrates an embodiment of a system for imple 
menting the present technology. 

FIG. 6 is a ?owchart describing one embodiment of a 
process for generating passive and anonymous feedback of 
program content viewed by a user by tracking movements, 
gestures, postures and facial expressions performed by the 
user. 

FIG. 7 is a ?owchart describing one embodiment of a 
process for capturing and tracking user motion data from a 
sensor in the capture device. 

FIG. 8 illustrates an example of a skeletal model or map 
ping representing a scanned human target. 

FIG. 9 is a ?owchart describing one embodiment of a 
process for providing personaliZed content to a user based on 
movements, gestures, postures and facial expressions per 
formed by the user. 

FIG. 10 is a ?owchart describing one embodiment of a 
process for providing preview content to a user based on 
movements, gestures, postures and facial expressions per 
formed by the user. 

FIG. 11 is a ?owchart describing one embodiment of a 
process for providing new or modi?ed personaliZed content 
or preview content to a user based on feedback obtained from 
the user. 

DETAILED DESCRIPTION 

Technology is disclosed by which a user’s response to 
viewed multimedia content is obtained by tracking the user’ s 
movements, gestures, postures and facial expressions while 
viewing the multimedia content. Multimedia content may be 
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received at a computing device or at an audiovisual device 
connected to the computing device. A capture device con 
nected to the computing device identi?es one or more users in 

a ?eld of vieW and tracks the users’ movements, gestures, 
postures and facial expressions While the users vieW the mul 
timedia content. In one embodiment, the computing device 
determines a user’s engagement level to a television program 
being vieWed by the user based on the user’s movements, 
gestures, postures and facial expressions. The computing 
device generates a user-speci?c report of a response to the 
vieWed program for each user identi?ed by the capture device 
based on the gestures, postures, movements and facial expres 
sions performed by each of the users. The user-speci?c report 
is provided to one or more rating agencies, content providers 
and advertisers. In one embodiment, the computing device 
receives previeW content related to a vieWed program or per 
sonaliZed content related to a vieWed program for the users 
based on the user-speci?c report, from the content providers 
or advertisers. In another embodiment, the computing device 
may also receive previeW content or personaliZed content 
related to a program vieWed by a user based on detecting the 
user’s presence in a ?eld of vieW of the user’s computing 
device While the user vieWs the program, the type of program 
vieWed by the user, the user’s demographic information and 
the user’s program vieWing history. For example, if it is 
determined that a male user in the age group 30-35 is Watch 
ing a science ?ction program and the user’ s program vieWing 
history indicates the user’ s preference for science ?ction, then 
the user may receive previeW content that contains a snippet 
of the next episode of the science ?ction program or person 
aliZed content that contains a selection of a set of science 
?ction programs that the user Would like to vieW. The 
responses to vieWed multimedia content may be polled from 
multiple users in multiple households and the aggregated 
responses of the multiple users may be transmitted to a remote 
computing system for analysis by content providers and 
advertisers. 

FIG. 1 illustrates one embodiment of a target recognition, 
analysis and tracking system 10 (generally referred to as a 
tracking system hereinafter) for performing the operations of 
the disclosed technology. The target recognition, analysis and 
tracking system 10 may be used to recogniZe, analyZe, and/or 
track one or more human targets such as users 18 and 19. As 

shoWn in FIG. 1, the tracking system 10 may include a com 
puting device 12. In one embodiment, computing device 12 
may be implemented as any one or a combination of a Wired 
and/ or Wireless device, as any form of television client device 
(e. g., television set-top box, digital video recorder (DVR), 
etc.), personal computer, mobile computing device, portable 
computer device, media device, communication device, 
video processing and/or rendering device, appliance device, 
gaming device, electronic device, and/or as any other type of 
device that can be implemented to receive media content in 
any form of audio, video, and/ or image data. According to one 
embodiment, the computing device 12 may include hardWare 
components and/ or softWare components such that the com 
puting device 12 may be used to execute applications such as 
gaming applications, non-gaming applications, or the like. In 
one embodiment, computing device 12 may include a proces 
sor such as a standardiZed processor, a specialiZed processor, 
a microprocessor, or the like that may execute instructions 
stored on a processor readable storage device for performing 
the processes described herein. 
As shoWn in FIG. 1, the tracking system 10 may further 

include a capture device 20. The capture device 20 may be, for 
example, a camera that may be used to visually monitor one 
or more users, such as the users 18 and 19, such that move 
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4 
ments, postures and gestures performed by the users may be 
captured and tracked by the capture device 20. 

According to one embodiment, computing device 12 may 
be connected to an audiovisual device 16 such as a television, 
a monitor, a high-de?nition television (HDTV), or the like 
that may provide visuals and/ or audio to users 18 and 19. For 
example, the computing device 12 may include a video 
adapter such as a graphics card and/ or an audio adapter such 
as a sound card that may provide the audiovisual signals to a 
user. The audiovisual device 16 may receive the audiovisual 
signals from the computing device 12 and may output visuals 
and/or audio associated With the audiovisual signals to the 
users 18 and 19. According to one embodiment, the audiovi 
sual device 16 may be connected to the computing device 12 
via, for example, an S-V1deo cable, a coaxial cable, an HDMI 
cable, a DVI cable, a VGA cable, or the like. 

In one embodiment, capture device 20 tracks one or more 
movements, gestures and postures performed by users 18, 19 
Within a ?eld of vieW, 6, of the capture device 20. Lines 2 and 
4 denote a boundary of the ?eld of vieW 6. In one embodi 
ment, computing device 12 determines a user’s response to 
multimedia content being vieWed via the audio visual device 
16 based on the user’s movements, postures and gestures 
tracked by the capture device 12. Multimedia content can 
include any type of audio, video, and/or image media content 
received from media content sources such as content provid 
ers, broadband, satellite and cable companies, advertising 
agencies the intemet or video streams from a Web server. As 
described herein, multimedia content can include recorded 
video content, video-on-demand content, television content, 
television programs, advertisements, commercials, music, 
movies, video clips, and other on-demand media content. 
Other multimedia content can include interactive games, net 
Work-based applications, and any other content or data (e. g., 
program guide application data, user interface data, advertis 
ing content, closed captions data, content metadata, search 
results and/or recommendations, etc.). The operations per 
formed by the capture device 20 and the computing device 12 
are discussed in detail beloW. 

FIG. 2 illustrates one embodiment of a capture device 20 
and computing device 12 that may be used in the target 
recognition, analysis and tracking system 10 to recogniZe 
human and non-human targets in a capture area and uniquely 
identify them and track them in three dimensional space. 
According to one embodiment, the capture device 20 may be 
con?gured to capture video With depth information including 
a depth image that may include depth values via any suitable 
technique including, for example, time-of-?ight, structured 
light, stereo image, or the like. According to one embodiment, 
the capture device 20 may organiZe the calculated depth infor 
mation into “Z layers,” or layers that may be perpendicular to 
a Z-axis extending from the depth camera along its line of 
sight. 
As shoWn in FIG. 2, the capture device 20 may include an 

image camera component 32. According to one embodiment, 
the image camera component 32 may be a depth camera that 
may capture a depth image of a scene. The depth image may 
include a tWo-dimensional (2-D) pixel area of the captured 
scene Where each pixel in the 2-D pixel area may represent a 
depth value such as a distance in, for example, centimeters, 
millimeters, or the like of an object in the captured scene from 
the camera. 

As shoWn in FIG. 2, the image camera component 32 may 
include an IR light component 34, a three-dimensional (3-D) 
camera 36, and an RGB camera 38 that may be used to capture 
the depth image of a capture area. For example, in time-of 
?ight analysis, the IR light component 34 of the capture 
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device 20 may emit an infrared light onto the capture area and 
may then use sensors to detect the backscattered light from 
the surface of one or more targets and objects in the capture 
area using, for example, the 3-D camera 36 and/ or the RGB 
camera 38. In some embodiments, pulsed infrared light may 
be used such that the time betWeen an outgoing light pulse and 
a corresponding incoming light pulse may be measured and 
used to determine a physical distance from the capture device 
20 to a particular location on the targets or objects in the 
capture area. Additionally, the phase of the outgoing light 
Wave may be compared to the phase of the incoming light 
Wave to determine a phase shift. The phase shift may then be 
used to determine a physical distance from the capture device 
to a particular location on the targets or objects. 

According to one embodiment, time-of-?ight analysis may 
be used to indirectly determine a physical distance from the 
capture device 20 to a particular location on the targets or 
objects by analyZing the intensity of the re?ected beam of 
light over time via various techniques including, for example, 
shuttered light pulse imaging. 

In another example, the capture device 20 may use struc 
tured light to capture depth information. In such an analysis, 
patterned light (i.e., light displayed as a knoWn pattern such as 
grid pattern or a stripe pattern) may be projected onto the 
capture area via, for example, the IR light component 34. 
Upon striking the surface of one or more targets or objects in 
the capture area, the pattern may become deformed in 
response. Such a deformation of the pattern may be captured 
by, for example, the 3-D camera 36 and/or the RGB camera 
38 and may then be analyZed to determine a physical distance 
from the capture device to a particular location on the targets 
or objects. 

According to one embodiment, the capture device 20 may 
include tWo or more physically separated cameras that may 
vieW a capture area from different angles, to obtain visual 
stereo data that may be resolved to generate depth informa 
tion. Other types of depth image sensors can also be used to 
create a depth image. 

The capture device 20 may further include a microphone 
40. The microphone 40 may include a transducer or sensor 
that may receive and convert sound into an electrical signal. 
According to one embodiment, the microphone 40 may be 
used to reduce feedback betWeen the capture device 20 and 
the computing device 12 in the target recognition, analysis 
and tracking system 10. Additionally, the microphone 40 may 
be used to receive audio signals that may also be provided by 
the user to control applications such as game applications, 
non-game applications, or the like that may be executed by 
the computing device 12. 

In one embodiment, the capture device 20 may further 
include a processor 42 that may be in operative communica 
tion With the image camera component 32. The processor 42 
may include a standardized processor, a specialiZed proces 
sor, a microprocessor, or the like that may execute instruc 
tions that may include instructions for storing pro?les, receiv 
ing the depth image, determining Whether a suitable target 
may be included in the depth image, converting the suitable 
target into a skeletal representation or model of the target, or 
any other suitable instruction. 

The capture device 20 may further include a memory com 
ponent 44 that may store the instructions that may be executed 
by the processor 42, images or frames of images captured by 
the 3-D camera or RGB camera, user pro?les or any other 
suitable information, images, or the like. According to one 
example, the memory component 44 may include random 
access memory (RAM), read only memory (ROM), cache, 
Flash memory, a hard disk, or any other suitable storage 
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6 
component. As shoWn in FIG. 2, the memory component 44 
may be a separate component in communication With the 
image capture component 32 and the processor 42. In another 
embodiment, the memory component 44 may be integrated 
into the processor 42 and/ or the image capture component 32. 
In one embodiment, some or all of the components 32, 34, 36, 
38, 40, 42 and 44 of the capture device 20 illustrated in FIG. 
2 are housed in a single housing. 
The capture device 20 may be in communication With the 

computing device 12 via a communication link 46. The com 
munication link 46 may be a Wired connection including, for 
example, a USB connection, a FireWire connection, an Eth 
ernet cable connection, or the like and/or a Wireless connec 
tion such as a Wireless 802.11b, g, a, or n connection. The 
computing device 12 may provide a clock to the capture 
device 20 that may be used to determine When to capture, for 
example, a scene via the communication link 46. 
The capture device 20 may provide the depth information 

and images captured by, for example, the 3-D (or depth) 
camera 36 and/or the RGB camera 38, to the computing 
device 12 via the communication link 46. The computing 
device 12 may then use the depth information and captured 
images to perform one or more operations of the disclosed 
technology, as discussed in detail beloW. 

In one set of operations performed by the disclosed tech 
nology, multimedia content associated With a current broad 
cast is initially received from one or more media content 
sources such as content providers, broadband, satellite and 
cable companies, advertising agencies, the internet or video 
streams from a Web server. The multimedia content may be 
received at the computing device 12 or at the audiovisual 
device 16 connected to the computing device 12. The multi 
media content may be received over a variety of netWorks. 
Suitable types of netWorks that may be con?gured to support 
the provisioning of multimedia content services by a service 
provider may include, for example, telephony-based net 
Works, coaxial-based netWorks and satellite-based netWorks. 
In one embodiment, the multimedia content is displayed via 
the audiovisual device 16 to the users. The multimedia con 
tent can include recorded video content, video-on-demand 
content, television content, television programs, advertise 
ments, commercials, music, movies, video clips, and other 
on-demand media content. 

In one embodiment, multimedia content associated With 
the current broadcast is identi?ed. In one example, the mul 
timedia content identi?ed may be a television program, 
movie, a live performance or a sporting event. For example, 
the multimedia content may be identi?ed as a television pro 
gram by identifying the channel and the program that the 
television set is tuned to during a speci?c time slot from 
metadata embedded in the content stream or from an elec 
tronic program guide provided by a service provider. In one 
embodiment, the audio visual device 16 connected to the 
computing device 12 identi?es the multimedia content asso 
ciated With the current broadcast. In another embodiment, 
computing device 12 may also identify the multimedia con 
tent associated With the current broadcast. 

In one embodiment, capture device 20 initially captures 
one or more users vieWing multimedia content in a ?eld of 

vieW, 6, of the capture device. Capture device 20 provides a 
visual image of the captured users to the computing device 12. 
Computing device 12 performs the identi?cation of the users 
captured by the capture device 20. In one embodiment, com 
puting device 12 includes a facial recognition engine 192 to 
perform the identi?cation of the users. Facial recognition 
engine 192 may correlate a user’s face from the visual image 
received from the capture device 20 With a reference visual 
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image to determine the user’s identity. In another example, 
the user’s identity may be also determined by receiving input 
from the user identifying their identity. In one embodiment, 
users may be asked to identify themselves by standing in front 
of the computing system 12 so that the capture device 20 may 
capture depth images and visual images for each user. For 
example, a user may be asked to stand in front of the capture 
device 20, turn around, and make various poses. After the 
computing system 12 obtains data necessary to identify a 
user, the user is provided With a unique identi?er identifying 
the user. More information about identifying users can be 
found in US. patent application Ser. No. 12/696,282, “Visual 
Based Identity Tracking” and US. patent application Ser. No. 
12/475,308, “Device for Identifying and Tracking Multiple 
Humans over Time,” both of Which are incorporated herein by 
reference in their entirety. In another embodiment, the user’ s 
identity may already be knoWn by the computing device When 
the user logs into the computing device, such as, for example, 
When the computing device is a mobile computing device 
such as the user’s cellular phone. In another embodiment, the 
user’ s identity may also be determined using the user’ s voice 
print. 

In one embodiment, the user’s identi?cation information 
may be stored in a user pro?le database 207 in the computing 
device 12. The user pro?le database 207 may include infor 
mation about the user such as a unique identi?er associated 
With the user, the user’s name and other demographic infor 
mation related to the user such as the user’s age group, gender 
and geographical location, in one example. The user pro?le 
database 207 may also include information about the user’s 
program vieWing history, such as a list of programs vieWed by 
the user and recent movies or songs purchased by the user. 

In one set of operations performed by the disclosed tech 
nology, capture device 20 tracks the users’ movements, ges 
tures, postures and facial expressions While the users’ vieW 
multimedia content via the audio visual device 16. In one 
example, the gestures, postures and movements tracked by 
the capture device may include detecting if a user moves aWay 
from the ?eld of vieW of the capture device 20 or turns aWay 
from the audio visual device 16 While vieWing the program, 
stays Within the ?eld of vieW of the capture device 20, faces 
the audio visual device 16 or leans forWard or talks to the 
display screen of the audio visual device 16 While vieWing the 
program. Similarly, facial expressions tracked by the capture 
device 20 may include detecting smiles, laughter, cries, 
froWns, yaWns or applauses from the user While the user 
vieWs the program. 

In one embodiment, computing device 12 includes a ges 
tures library 196 and a gesture recognition engine 190. Ges 
tures library 196 includes a collection of gesture ?lters, each 
comprising information concerning a movement, gesture or 
posture that may be performed by the user. In one embodi 
ment, gesture recognition engine 190 may compare the data 
captured by the cameras 36, 38 and device 20 in the form of 
the skeletal model and movements associated With it to the 
gesture ?lters in the gesture library 192 to identify When a 
user (as represented by the skeletal model) has performed one 
or more gestures or postures. Computing device 12 may use 
the gestures library 192 to interpret movements of the skeletal 
model to perform one or more operations of the disclosed 
technology. More information about the gesture recognition 
engine 190 can be found in US. patent application Ser. No. 
12/422,661, “Gesture Recognition System Architecture,” 
?led on Apr. 13, 2009, incorporated herein by reference in its 
entirety. More information about recogniZing gestures and 
postures can be found in US. patent application Ser. No. 
12/391,150, “Standard Gestures,” ?led on Feb. 23, 2009; and 
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US. patent application Ser. No. 12/474,655, “Gesture Tool” 
?led on May 29, 2009, both of Which are incorporated by 
reference herein in their entirety. More information about 
motion detection and tracking can be found in US. patent 
application Ser. No. 12/ 641,788, “Motion Detection Using 
Depth Images,” ?led on Dec. 18, 2009; and US. patent appli 
cation Ser. No. 12/475,308, “Device for Identifying and 
Tracking Multiple Humans over Time,” both of Which are 
incorporated herein by reference in their entirety. 

Facial recognition engine 192 in computing device 12 may 
include a facial expressions library 198. Facial expressions 
library 198 includes a collection of facial expression ?lters, 
each comprising information concerning a user’s facial 
expression. In one example, the facial recognition engine 192 
may compare the data captured by the cameras 36, 38 in the 
capture device 20 to the facial expression ?lters in the facial 
expressions library 198 to identify a user’s facial expression. 
In another example, facial recognition engine 192 may also 
compare the data captured by the microphone 40 in the cap 
ture device 20 to the facial expression ?lters in the facial 
expressions library 198 to identify one or more vocal or audio 
responses, such as, for example, sounds of laughter or 
applause from a user. Audio responses may also include, for 
example, singing, saying lines With a character appearing in 
the program content, commentary from the user etc. 

In another embodiment, the user’s movements, gestures, 
postures and facial expressions may also be tracked using one 
or more additional sensors that may be positioned in a room in 
Which the user is vieWing multimedia content via the audio 
visual device or placed, for example, on a physical surface 
(such as a tabletop) in the room. The sensors may include, for 
example, one or more active beacon sensors that emit struc 
tured light, pulsed infrared light or visible light onto the 
physical surface, detect backscattered light from the surface 
of one or more objects on the physical surface and track 
movements, gestures, postures and facial expressions per 
formed by the user. The sensors may also include biological 
monitoring sensors, user Wearable sensors or tracking sensors 
that can track movements, gestures, postures and facial 
expressions performed by the user. 

In one embodiment, the disclosed technology provides a 
mechanism by Which a user’ s privacy concerns are met While 
interacting With the target recognition and analysis system 10 
by anonymiZing the user’s pro?le information prior to track 
ing the user’s movements, gestures, postures and facial 
expressions. In one example, an opt-in by the user to the 
tracking of the user’s movements, gestures, postures and 
facial expressions While vieWing a program is also obtained 
from the user before implementing the disclosed technology. 
The opt-in may display an option With text such as, “Do you 
consent to the tracking of your movements, gestures, postures 
and facial expressions?” The option may be displayed to the 
user during initial set up of the user’s system, each time the 
user logs into the system or during speci?c sessions such as 
just before the user starts Watching a movie or a program. 

In another set of operations performed by the disclosed 
technology, computing system 12 determines a user’s 
engagement level to multimedia content vieWed by the user 
such as a television program, based on the user’ s movements, 
gestures, postures, audio responses and facial expressions 
tracked by the capture device 12. In one embodiment, capture 
device 12 may track a user’s gestures, postures, movements 
and facial expressions during consecutive time intervals that 
span the length of the duration of the program and computing 
device 12 may determine an engagement level of the program 
vieWed by the user during the consecutive time intervals, 
based on the gestures, postures, movements and facial expres 






















