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POWER GRID DATA MONITORING AND 
CONTROL 

FIELD 

[0001] Aspects of the present invention relate, in general, to 
power grids and more particularly to predicting poWer grid 
events. 

BACKGROUND 

[0002] Traditional poWer grids Were primarily made up of 
poWer generators that produced consistent, reliable amounts 
of energy. Fossil fuel plants, hydroelectric plants, and nuclear 
plants Were the staple forms of poWer generation in older 
poWer grids. The electricity produced Was carried on the 
transmission lines of the poWer grids at high voltages, subse 
quently stepped-doWn to loWer distribution voltages by trans 
formers, and further stepped-doWn When received by the end 
user. Older poWer grids of this time only produced enough 
electricity to meet the demand of the end users and did not 
receive back any of the electricity or information from the end 
user. 

[0003] Due to deregulation of the poWer industry, require 
ments for reneWable energy sources because of environmen 
tal initiatives, and neW energy saving technologies, the poWer 
grid has become more complex. ReneWable energy, such as 
Wind and solar energy, produces more variable quantities of 
electricity depending on the Weather. Also, an increased num 
ber of market participants, household produced energy, 
stored energy, and smart appliances have made the poWer grid 
a dynamic system With large amounts of data and factors to 
take into consideration When operating an e?icient, reliable 
poWer grid. 

SUMMARY 

[0004] In one embodiment, a method for identifying con 
ditions that correlate With one or more events related to opera 
tion of a poWer grid is described. The method includes deter 
mining one or more distinguishing characteristics of a ?rst 
chunk. The ?rst chunk includes data elements relevant to 
operating a poWer grid. The method also includes determin 
ing Whether a distinguishing characteristic of the ?rst chunk 
correlates With a distinguishing characteristic of one or more 
of a plurality of second chunks. Each second chunk includes 
a plurality of data elements corresponding With the data of the 
?rst chunk. The method further includes determining Whether 
a second chunk, having a distinguishing characteristic 
equivalent to a distinguishing characteristic of the ?rst chunk, 
is associated With the one or more events. In addition, the 
method includes determining Whether a second chunk, hav 
ing an association With the one or more events and a distin 
guishing characteristic equivalent to a distinguishing charac 
teristic of the ?rst chunk, is substantially identical to the ?rst 
chunk. 
[0005] In another embodiment, a poWer grid controller is 
described. The poWer grid controller has a distinguishing 
characteristic calculator to determine one or more distin 
guishing characteristics of a ?rst chunk. The ?rst chunk 
includes data elements relevant to operating a poWer grid. The 
poWer grid controller also includes a similarity comparator to 
determine Whether a distinguishing characteristic of the ?rst 
chunk correlates With a distinguishing characteristic of one or 
more of a plurality of second chunks. Each second chunk 
includes a plurality of data elements corresponding With the 
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data of the ?rst chunk. The poWer grid controller also has an 
event comparator to determine Whether a second chunk, hav 
ing a distinguishing characteristic equivalent to a distinguish 
ing characteristic of the ?rst chunk, is associated With one or 
more events. The poWer grid controller also includes an iden 
tity determiner to determine Whether a second chunk, having 
an association With the one or more events and a distinguish 

ing characteristic equivalent to a distinguishing characteristic 
of the ?rst chunk, is substantially identical to the ?rst chunk. 
[0006] In yet another embodiment, a computer readable 
storage medium having instructions stored thereon Which, 
When executed, cause a processor to perform the folloWing 
operations. One operation determines one or more distin 
guishing characteristics of a ?rst chunk. The ?rst chunk 
includes data elements relevant to operating a poWer grid. An 
operation determines Whether a distinguishing characteristic 
of the ?rst chunk correlates With a distinguishing character 
istic of one or more of a plurality of second chunks. Each 
second chunk includes a plurality of data elements corre 
sponding With the data of the ?rst chunk. Another operation 
determines Whether a second chunk, having a distinguishing 
characteristic equivalent to a distinguishing characteristic of 
the ?rst chunk, is associated With one or more event. In 
addition, an operation determines Whether a second chunk, 
having an association With the one or more event and a dis 
tinguishing characteristic equivalent to a distinguishing char 
acteristic of the ?rst chunk, is substantially identical to the 
?rst chunk. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0007] Embodiments Will be better understood from the 
folloWing detailed description With reference to the draWings, 
in Which: 
[0008] FIG. 1 is a diagram of an exemplary poWer grid, 
according to one embodiment. 
[0009] FIG. 2 is a high level block diagram of the poWer 
grid interacting With sensors and a poWer grid controller, 
according to one embodiment. 
[0010] FIG. 3 is a block diagram of the poWer grid control 
ler, according to one embodiment. 
[0011] FIG. 4 is a block diagram of a data chunk formatted 
by a data sequencer of FIG. 3 according to one embodiment. 
[0012] FIG. 5 is a ?owchart of one method for predicting an 
event affecting the poWer grid, according to one embodiment. 
[0013] FIG. 6 is a high-level block diagram of an exemplary 
computer system for implementing an embodiment. 
[0014] In the draWings and the Detailed Description, like 
numbers generally refer to like components, parts, steps, and 
processes. 

DETAILED DESCRIPTION 

[0015] Embodiments herein provide for a system and 
method for storing poWer grid data and managing poWer grid 
events. HoWever, it is also contemplated that other applica 
tions besides those described or mentioned in this speci?ca 
tion Will bene?t from these embodiments. It should be noted 
that the features illustrated in the draWings are not necessarily 
draWn to scale. Descriptions of Well-knoWn components and 
processing techniques are omitted so as to not unnecessarily 
obscure the aspects of the invention. The examples used 
herein are intended merely to facilitate an understanding of 
Ways in Which the aspects of the invention may be practiced 
and to further enable those of skill in the art to practice the 
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invention. It is also to be understood that the descriptions of 
the embodiments are provided by Way of example only, and 
are not intended to limit the scope of this invention as claimed 

[0016] FIG. 1 illustrates a simpli?ed, exemplary poWer grid 
100. The poWer grid 100 may be divided up into three main 
components: production 105, transmission 110, and load 115. 
The production component 105 produces the electricity, 
While the transmission component 110 delivers the electricity 
to the end users of the electricity in the load component 115. 
The production component 105 of the poWer grid 100 
includes the electricity producers of the poWer grid 100 such 
as large fossil fuel 120, nuclear 122, and hydroelectric 124 
poWer plants. The production component 105 may also 
include solar energy 126, Wind turbines 128, and smaller 
municipal poWer plants 130 among other sources of electric 
ity. Each electricity producer may produce varying amounts 
of electricity. 
[0017] Once the electricity is produced by the production 
component 105 of the poWer grid 100 the electricity may 
enter the transmission component 110. The transmission 
component 110 supplies the electricity to the consumers of 
the electricity in the load component 115. The load 115 may 
include residential 160, industrial 162, commercial 164, and 
agricultural consumers 166. The transmission component 
110 may include transmission lines such as extra high voltage 
140, high voltage 142, and distribution voltage 144 transmis 
sion lines. The transmission lines operate at varying voltage 
levels to e?iciently transport large amounts of electricity over 
long distances. The transmission component 110 may also 
include transformers 146, 148, 150, 152, 154, 156. The pro 
duction component 105 may transfer electricity into any of 
the three exemplary types of transmission lines 140, 142, 144. 
The electricity leaving the production component 105 may be 
transformed to meet the voltage levels carried on the respec 
tive transmission lines 140, 142, 144. The conduction of the 
electricity into the transmission component 110 may be done 
by transformers 146, 148, 150. Other transformers may trans 
form voltages from higher voltage transmission lines to loWer 
voltages to be transmitted on loWer voltage transmission 
lines. Transformer 152 transforms extra high voltage on 
transmission line 140 to high voltage on transmission line 
142. Transformer 154 transforms high voltage on transmis 
sion line 142 to distribution voltage on transmission line 144. 
Furthermore, transformer 156 transforms the distribution 
voltage on transmission line 146 to a voltage level that may be 
used by the consumers in the load 115. 
[0018] FIG. 2 is a block diagram of an embodiment of a 
poWer system 200. The poWer system 200 may include the 
poWer grid 100, a poWer grid controller 210, sensors 220, and 
external data 230. The poWer grid 100 may include the poWer 
grid components: production 105, transmission 110, and load 
115. 

[0019] The poWer grid components 105, 110, 115 may 
produce useful input data for managing the functionality and 
ef?ciency of the poWer grid 100. The components 105, 110, 
115 may provide input data as to Whether an event affecting 
the poWer grid 100 may occur that is either bene?cial or 
detrimental to the poWer grid 100. The poWer grid event may 
be, but is not limited to, broWnouts, blackouts, poWer surges, 
or an energy surplus. The input data may be useful in predict 
ing Whether a poWer grid event Will occur and What action to 
take to operate the poWer grid 100. 
[0020] The managing of the input data may be performed 
by a poWer grid controller 210. The poWer grid controller 210 
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may output data or actions to the poWer grid 100 and receive 
input data from the poWer grid 100, such as poWer supply and 
demand data. Furthermore, the poWer grid controller 21 0 may 
receive sensor 220 data from the poWer grid 100 and external 
data 230 about Weather and other information that may affect 
the operations of the poWer grid 100, Which may be included 
in the input data. The managing and analysis of the input and 
output data may make the poWer grid 100 run smoothly With 
reduced disruption of electricity to consumers. 
[0021] FIG. 3 is a block diagram illustrating an embodi 
ment of the poWer grid controller 210. FIG. 3 illustrates the 
poWer grid 100, sensors 220, external data 230 and the poWer 
grid controller 210. The poWer grid controller 210 may con 
tain a data sequencer 310, a distinguishing characteristic cal 
culator 320, a similarity comparator 33 0, an event comparator 
340, an identity determiner 350, and control laWs 380. The 
poWer grid controller 210 may be coupled With a repository 
index 360, a data storage repository 370, and a user interface 
390. The poWer grid controller may perform aspects of meth 
ods for data searching, storage, and reduction as described in 
Us. Pat. No. 7,523,098, herein incorporated by reference in 
its entirety. 
[0022] The data sequencer 310 of the poWer grid controller 
210 may receive input data from sensors 220, the poWer grid 
100, or external data sources 230. The input data may be 
received by the data sequencer 310 in real time or from a 
storage database. In one embodiment, the data sequencer 310 
ingests and processes data at 500 MB/ sec. This is one 
example of What may be considered real time. However, any 
rate of processing a large quantity of continuously-generated 
data relevant to the management of a poWer grid that is suf 
?cient to generate the outputs described herein in no more 
than several minutes may be considered real time. Since the 
input data may be sent from different sources and at different 
time intervals, the input data may need formatting to an order 
and structure that may be used to compare the input data With 
the order and structure of previously received input data that 
is stored in the data storage repository 370. The data 
sequencer 310 may format the input data so that the input data 
may be stored and compared in a user speci?ed manner. The 
data sequencer 310 may partition the input data into a plural 
ity of input chunks. Each input chunk may include a plurality 
of data elements. The data elements may be data such as, but 
not limited to, poWer supply, poWer demand, temperature, 
time of year, geographic location, Wind speed, and cloud 
cover. The data elements may be determined by the control 
laWs 380, Which may be user instructions regarding the infor 
mation to be collected and formatted by the data sequencer 
310. The data elements are further described beloW With 
respect to FIG. 4. 

[0023] The poWer grid controller 210 may also contain a 
distinguishing characteristic calculator 320. Once the input 
data is formatted and parsed into input chunks, distinguishing 
characteristics may be calculated by the distinguishing char 
acteristic calculator 320. Distinguishing characteristics for an 
input chunk may be compared With one or more repository 
chunks for determining Whether the input chunk is similar to 
any repository chunk. The repository chunk may be an input 
chunk that has been previously stored in a data storage reposi 
tory 370, While the distinguishing characteristics of the 
repository chunk may be stored in the index 360. 
[0024] An input chunk may be any suitable siZe. An input 
chunk of siZe m, e.g., 32 MB, may be processed in the fol 
loWing manner. K distinguishing characteristics in the input 
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chunk may be calculated, Where k is a parameter that Will be 
explained below (typically of the order of a feW tens), and 
Where k<<m. In accordance With one embodiment and 
described further in Us. Pat. No. 7,523,098, the k distin 
guishing characteristics may be calculated as folloWs: 
[0025] (1) Calculate a hash value for every seed of the input 
chunk. The seeds may be of any siZe s substantially smaller 
than m, e.g., 4 KB. The hash value for every seed may be 
calculated using a rolling hash function, Which moves in each 
iteration by one byte forWard. A hash value may be calculated 
in each iteration With respect to the 4 KB seed siZe accom 
modated Within this range. Where the input chunk siZe m:32 
MB and seed siZe s:4 KB, there are 33,550,337 (32 MB-4 
KB+l) hash values obtained for each input chunk, one at 
every possible byte offset in the input chunk. With probability 
practically l, the hash values for different seeds (containing 
different data) Will all be different. 
[0026] (2) Next, the k maximum hash values, in descending 
order, of respective k seeds, may be selected from among the 
(33,550,337) calculated hash values; these k seeds constitute 
the k maximum seeds. Thereafter, the k hash values of respec 
tive k seeds that folloW by one byte (and overlap by s-l bytes) 
the k maximum seeds, respectively, may be selected; these k 
seeds constitute the k distinguishing seeds and their corre 
sponding hash values constitute the k distinguishing charac 
teristics. In alternative embodiments, the k distinguishing 
characteristics may be selected in any suitable manner; in 
alternative embodiments, the use of a hash function is not 
required. Note that the maximum values themselves, have a 
probabilistic distribution that is not uniform. HoWever, if a 
good hash function is used, the probabilistic distribution of 
the folloWing k values Will be very close to uniform and 
therefore better for use as distinguishing characteristics. By 
uniform distribution it is meant that the k distinguishing char 
acteristics are substantially uniformly distributed as numbers 
on some range of numbers. 

[0027] An example hash function is a rolling hash function 
that calculates the hash values at every byte offset. One 
example may be a modular hash function, Which utiliZes, for 
the sake of illustration, the prime number 8,388,593; the hash 
function used is h(X):X mod 8,388,593. In this example, the 
seed siZe may be 8 bytes. 
[0028] Note that the invention is not bound by calculating 
the distinguishing characteristics in the manner described 
above. Any selection that yields unique distinguishing char 
acteristics, and is repeatable for a given chunk, may be used in 
various embodiments. 

[0029] The poWer grid controller 210 may also contain a 
similarity comparator 330. After the distinguishing charac 
teristics are calculated for the input chunk, the distinguishing 
characteri stics may be compared to distinguishing character 
istics of repository chunks. The repository chunks form part 
of a data storage repository 370, Which may store a large 
number of chunks, Which may be in the magnitude of 
petabytes of data. The distinguishing characteristics may be, 
as previously described, a selected set of hash values gener 
ated from Well-spread seeds in the input chunk. The index 360 
holds the distinguishing characteristics of the repository 
chunks and associated position data, (eg the relative location 
or address of the chunk in the repository 370). The distin 
guishing characteristics of the repository chunks may be 
determined in the same manner described above for an input 
chunk. Having the index 360 of repository chunk distinguish 
ing characteristics stored in a random access memory (RAM) 
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alloWs for fast comparisons of the input and repository data 
by searching these limited distinguishing characteristics 
instead of a bit-by-bit comparison betWeen the input chunk 
and every chunk stored in the repository. In one embodiment, 
performing the similarity search may be performed as the 
input data is being received, Which may be deemed to be 
performing in real time. During a similarity search by the 
similarity comparator 330, When the values of a repository 
chunk are found as matching those of an input chunk, the 
location of the matching chunk Within the repository 370 may 
be readily knoWn by extracting associated memory address 
data stored as part of the index 360. The index 360 may groW 
With time as neW input chunks are incorporated into the 
repository and the distinguishing characteristics associated 
With the input chunks are added to the index 360. 

[0030] The poWer grid controller 210 may also include an 
event comparator 340. Once it is determined that an input 
chunk correlates one or more repository chunks, an event 

comparator 340 may be used to determine Whether the match 
ing repository chunk or chunks correspond to an event affect 
ing the poWer grid 1 00. It may be determined Whether an input 
chunk correlates With a repository chunk by comparing their 
respective distinguishing characteristics. Each chunk stored 
in the repository is data related to operation of a poWer grid at 
a particular time in the past. Metadata for each repository 
chunk may include one or more indicators that designate 
Whether a chunk is associated With a past event related to 

operation of a poWer grid e.g., blackout, broWnout, poWer 
surge, poWer surplus. The association may be that the reposi 
tory chunk coincided With a past event relevant to operation a 
poWer grid. In addition, the association may be that the 
repository chunk preceded the past event by a particular 
period of time. In one embodiment, poWer grid event indica 
tors are stored in the index 360. Alternatively or additionally, 
poWer grid event indicators may be stored in the storage 
repository 370. The sequence of operations performed by the 
event comparator 340 and the operations performed by the 
identity determiner 350, described beloW, may be reversed 
from that shoWn in FIG. 3 in one embodiment. 

[0031] The poWer grid controller 210 may also include an 
identity determiner 350. The identity determiner 350 may 
further compare the input chunk and its corresponding similar 
repository chunk to determine Whether the input chunk and 
the repository chunk are identical or nearly identical, and may 
identify the exact differences betWeen the similar chunks. If a 
repository chunk is not determined to be similar, no identity 
determination need be made. The control laWs 380 may 
de?ne a threshold as to hoW identical the input chunk and 
repository chunk have to be before identity determiner 350 
declares a match. A more detailed comparison (or supplemen 
tal) algorithm may be applied for comparing the full data of 
the respective chunks (and not only the n distinguishing char 
acteristics). Typical, yet not exclusive, examples of such algo 
rithms are binary difference and byte-Wise factoring types of 
algorithms. See Us. Pat. No. 7,523,098 for a further descrip 
tion of one example of a binary difference algorithm. If an 
identical or nearly identical match is determined and the 
similar repository chunk corresponds to a poWer grid event, 
then the poWer grid controller 210 may alert a user through a 
user interface 390 of the match and hoW long before the 
historical event the repository data Was sampled, e. g., 8 hours, 
4 hours, 15 minutes. The closer in time to the event, the more 
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signi?cant the alert may be. The power grid controller may 
also autonomously take action to prevent the poWer grid 
event. 

[0032] According to one embodiment, the data sequencer 
310 may format the input data into input data chunks 400 as 
illustrated in the block diagram of FIG. 4. The input chunk 
400 may include a plurality of poWer grid data elements. The 
data sequencer 310 may arrange the data elements according 
to the instructions given by the control laWs 330 into an input 
chunk 400. FIG. 4 illustrates an exemplary embodiment of 
arranging the data elements into an input chunk 400, but the 
amount of data, type of data, and order of data may be 
arranged in variations from What is illustrated. The data chunk 
400 in FIG. 4 may contain data elements such as, but not 
limited to: energy production data 410, natural resource sup 
ply data 415, transmission data 420, purchased poWer data 
425, sensor data 430, celestial events data 435, Weather data 
440, poWer grid data 450, load data 455, type of event data 
460, and additional relevant internal and external poWer grid 
data 465, such as the time and date of the input data. The data 
sequencer 310 may also assign a data object identi?er 405 to 
the data chunk 400 for tracking the data chunk 405. 

[0033] According to one embodiment, FIG. 5 is a ?owchart 
illustrating a method 500 for identifying conditions that cor 
relate With one or more events related to operation of a poWer 
grid. In operation 505, the poWer grid controller 210 may Wait 
for a ?rst chunk from the data sequencer 310. In operation 
510, the distinguishing characteristic calculator 320 may 
receive the ?rst chunk and determine one or more distinguish 
ing characteristics of the ?rst chunk as explained above. Once 
the calculator 320 determines the distinguishing characteris 
tics of the ?rst chunk, a distinguishing characteristic of the 
?rst chunk may be compared With a distinguishing character 
istic of the second chunk (repository chunks) to determine 
Whether the chunks are correlated, in operation 515. In one 
embodiment, determining Whether a distinguishing charac 
teristic of the ?rst chunk correlates With a distinguishing 
characteristic of one or more of a plurality of second chunks 
as data is received may be deemed to be performing in real 
time. The similarity comparison, in operation 515, may be 
performed by the similarity comparator 330. If the distin 
guishing characteristics of the ?rst chunk are not correlated to 
the distinguishing characteristics of the second chunk, then in 
operation 520 the ?rst chunk may be stored in the repository 
370. In operation 525, the index 300 may also be updated With 
the distinguishing characteristics of the ?rst chunk and the 
method 500 begins again at operation 505. 
[0034] If the distinguishing characteristics of the ?rst 
chunk are correlated to the distinguishing characteristics of 
the second chunk, then in operation 530 the event comparator 
340 may determine Whether the second chunk is associated 
With one or more events affecting the poWer grid. If the 
second, similar chunk is not associated With one or more 
events, then a pointer to a stored, similar chunk may be stored 
in the repository 370 in operation 545. The index 360 may 
also be updated With the distinguishing characteristics of the 
?rst chunk in operation 525. If the second, similar chunk is 
associated With one or more events, then, in operation 540, it 
may be determined Whether the ?rst chunk is identical to the 
second chunk. The chunks may be compared through a com 
parison algorithm, such as a binary difference algorithm, by 
the identity determiner 350. Whether the ?rst chunk and the 
second chunk may be considered identical may be governed 
by a threshold speci?ed in the control laWs 380. Where a 
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threshold is speci?ed, a ?rst and second chunk may be 
deemed to be substantially identical if 95% of the compared 
bytes are identical, according to one embodiment. In another 
embodiment, Where a threshold is speci?ed, a ?rst and second 
chunk may be deemed to be substantially identical if 99% of 
the compared bytes are identical. In yet another embodiment, 
a ?rst and second chunk may be deemed to be substantially 
identical if 100% of the compared bytes are identical. If the 
?rst chunk and second chunk are not identical, then, in opera 
tion 545, pointers may be stored to the similar second chunk 
and the index 360 may be updated With the distinguishing 
characteristics of the ?rst chunk in operation 525. If the ?rst 
chunk is identical to the second chunk, then the control laWs 
380 are applied for the speci?c event. The control laWs 380 
may alert a user through a user interface 390 to take speci?c 
action to avoid the event or the control laWs 380 may enable 
the poWer grid controller to autonomously take action to 
avoid the event. 

[0035] FIG. 6 depicts a high-level block diagram represen 
tation of a computer system 600 illustrating one exemplary 
context in Which embodiments may be implemented. The 
major components of the computer system 600 may include 
one or more processors 606, a main memory 608, a terminal 
interface 610, a storage interface 612, an I/O (Input/Output) 
device interface 614, and a storage repository 370 all of Which 
may be communicatively coupled, directly or indirectly, for 
inter-component communication via a memory bus 618, an 
I/O bus 620, and an I/O bus interface unit 622. 

[0036] The computer system 600 may contain one or more 
general-purpose programmable central processing units 
(CPUs) 606A, 606B, 606C, and 606D, herein generically 
referred to as the processor 606. In an embodiment, the com 
puter system 600 may contain multiple processors typical of 
a relatively large system; hoWever, in another embodiment the 
computer system 600 may alternatively be a single CPU 
system. Each processor 606 may execute instructions stored 
in the main memory 608 and may include one or more levels 
of on-board cache. 

[0037] In an embodiment, the main memory 608 may 
include a random-access semiconductor memory, storage 
device, or storage medium (either volatile or non-volatile) for 
storing or encoding data and programs. In another embodi 
ment, the main memory 608 may represent the entire virtual 
memory of the computer system 600, and may also include 
the virtual memory of other computer systems coupled to the 
computer system 600. The main memory 608 may be con 
ceptually a single monolithic entity, but in other embodiments 
the main memory 608 may be a more complex arrangement, 
such as a hierarchy of caches and other memory devices. 

[0038] The main memory 608 may store or encode the data 
sequencer 310, the distinguishing characteristic calculator 
320, the similarity comparator 330, the event comparator 340, 
the identity determiner 350, the repository index 360, the 
control laWs 380, and the user interface 390. Although the 
data sequencer 310, the distinguishing characteristic calcula 
tor 320, the similarity comparator 330, the event comparator 
340, the identity determiner 350, the repository index 3 60, the 
control laWs 380, and the softWare for implementing the user 
interface 390 are illustrated as being contained Within the 
memory 608 in the computer system 600, in other embodi 
ments some or all of them may be on different computer 
systems and may be accessed remotely. The computer system 
600 may use virtual addressing mechanisms that alloW the 
programs of the computer system 600 to behave as if they 
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only have access to a large, single storage entity instead of 
access to multiple, smaller storage entities. Thus, While the 
data sequencer 310, the distinguishing characteristic calcula 
tor 320, the similarity comparator 330, the event comparator 
340, the identity determiner 350, the repository index 3 60, the 
control laWs 380, and the user interface 390 are illustrated as 
being contained Within the main memory 608, these elements 
are not necessarily completely contained in the same storage 
device at the same time. Further, although the data sequencer 
310, the distinguishing characteristic calculator 320, the simi 
larity comparator 330, the event comparator 340, the identity 
determiner 350, the repository index 360, the control laWs 
380, and the user interface 390 are illustrated as being sepa 
rate entities, in other embodiments some of them, portions of 
some of them, or all of them may be packaged together. 
[0039] In an embodiment the data sequencer 310, the dis 
tinguishing characteristic calculator 320, the similarity com 
parator 330, the event comparator 340, the identity deter 
miner 350, the repository index 360, the control laWs 380, and 
the user interface 390 may include instructions or statements 
that execute on the processor 606 or instructions or statements 
that may be interpreted by instructions or statements that 
execute on the processor 606, to carry out the functions as 
further described above With reference to FIGS. 1, 2, 3, 4, and 
5. In another embodiment the data sequencer 310, the distin 
guishing characteristic calculator 320, the similarity com 
parator 330, the event comparator 340, the identity deter 
miner 350, the repository index 360, the control laWs 380, and 
the user interface 390, or tWo or more of these elements may 
be implemented in hardWare via semiconductor devices, 
chips, logical gates, circuits, circuit cards, other physical 
hardWare devices, or a combination of these devices in lieu of, 
or in addition to, a processor-based system. In an embodiment 
the data sequencer 310, the distinguishing characteristic cal 
culator 320, the similarity comparator 330, the event com 
parator 340, the identity determiner 350, the repository index 
360, the control laWs 380, and the user interface 390, or tWo 
or more of these elements may include data in addition to 
instructions or statements. 

[0040] The memory bus 618 may provide a data commu 
nication path for transferring data among the processor 606, 
the main memory 608, and the I/O bus interface 622. The U0 
bus interface 622 may be further coupled to the I/O bus 620 
for transferring data to and from the various I/O units. The U0 
bus interface unit 622 communicates With multiple I/O inter 
face units 610, 612, 614, and 616, Which may also be knoWn 
as I/O processors (IOPs) or I/O adapters (IOAs), through the 
I/O bus 620. 

[0041] The I/O interface units support communication With 
a variety of storage and I/O devices. For example, the terminal 
interface unit 610 supports the attachment of one or more user 

I/O devices 624, Which may include user output devices (such 
as a video display device, speaker, or television set) and user 
input devices (such as a keyboard, mouse, keypad, touchpad, 
trackball, buttons, light pen, or other pointing device). A user 
may manipulate the user input devices utiliZing a user inter 
face, in order to provide input data and commands to the user 
I/O device 624 and the computer system 600, and may receive 
output data via the user output devices. For example, a user 
interface may be presented via the user I/O device 624, such 
as displayed on a display device, played via a speaker, or 
printed via a printer. 
[0042] The storage interface 612 supports the attachment of 
one or more disk drives or direct access storage devices 626 
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(Which are typically rotating magnetic disk drive storage 
devices, although they could alternatively be other storage 
devices, including arrays of disk drives con?gured to appear 
as a single large storage device to a host computer) or storage 
repository 370. In one embodiment, the storage repository 
370 may be a storage area netWork having one or more servers 
and a plurality of storage devices 626. In another embodi 
ment, the storage device 626 and storage repository 370 may 
be implemented via any type of secondary storage device. 
The contents of the main memory 608, or any portion thereof, 
may be stored to and retrieved from the storage device 626 
and storage repository 370 as needed. The U0 device inter 
face 614 may provide an interface to any of various other 
input/ output devices or devices of other types, such as printers 
or fax machines. 

[0043] Referring to FIG. 6 in various embodiments, the 
computer system 600 may be a multi-user mainframe com 
puter system, a single-user system, or a or similar device that 
has little or no direct user interface, but receives requests from 
other computer systems (clients). In other embodiments, the 
computer system 600 may be implemented as a desktop com 
puter, portable computer, laptop or notebook computer, tablet 
computer, pocket computer, telephone, smart phone, or any 
other appropriate type of electronic device. 
[0044] The computer system 602 may include some or all 
of the hardWare and/or computer program elements of the 
computer system 600. The various program components 
implementing various embodiments of the invention may be 
implemented in a number of manners, including using vari 
ous computer applications, routines, components, programs, 
objects, modules, data structures, etc., and are referred to 
herein as “computer programs,” or simply “programs.” 
[0045] The computer programs include one or more 
instructions or statements that are resident at various times in 
various memory and storage devices in the computer system 
600 and that, When read and executed by one or more proces 
sors in the computer system 600, or When interpreted by 
instructions that are executed by one or more processors, 
cause the computer system 600 to perform the actions neces 
sary to execute steps or elements including the various 
aspects of embodiments of the invention. Aspects of embodi 
ments of the invention may be embodied as a system, method, 
or computer program product. Accordingly, aspects of 
embodiments of the invention may take the form of an 
entirely hardWare embodiment, an entirely program embodi 
ment (including ?rmWare, resident programs, micro-code, 
etc., Which are stored in a storage device), or an embodiment 
combining program and hardWare aspects that may all gen 
erally be referred to herein as a “circuit,” “module,” or “sys 
tem.” Further, embodiments of the invention may take the 
form of a computer program product embodied in one or more 
computer-readable medium(s) having computer-readable 
program code embodied thereon. 
[0046] Any combination of one or more computer-readable 
medium(s) may be utiliZed. The computer-readable medium 
may be a computer-readable signal medium or a computer 
readable storage medium. For example, a computer-readable 
storage medium may be, but not limited to, an electronic, 
magnetic, optical, electromagnetic, infrared, or semiconduc 
tor system, apparatus, or device, or any suitable combination 
of the foregoing. More speci?c examples (an non-exhaustive 
list) of the computer-readable storage media may include: an 
electrical connection having one or more Wires, a portable 
computer diskette, a hard disk, a random access memory 
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(RAM), a read-only memory (ROM), an erasable program 
mable read-only memory (EPROM) or Flash memory, an 
optical ?ber, a portable compact disc read-only memory (CD 
ROM), an optical storage device, a magnetic storage device, 
or any suitable combination of the foregoing. In the context of 
this document, a computer-readable storage medium may be 
any tangible medium that can contain, or store, a program for 
use by or in connection with an instruction execution system, 
apparatus, or device. 

[0047] A computer-readable signal medium may include a 
propagated data signal with computer-readable program code 
embodied thereon, for example, in baseband or as part of a 
carrier wave. Such a propagated signal may take any of a 
variety of forms, including, but not limited to, electro-mag 
netic, optical, or any suitable combination thereof. A com 
puter-readable signal medium may be any computer-readable 
medium that is not a computer-readable storage medium and 
that communicates, propagates, or transports a program for 
use by, or in connection with, an instruction execution system, 
apparatus, or device. Program code embodied on a computer 
readable medium may be transmitted using any appropriate 
medium, including but not limited to, wireless, wire line, 
optical ?ber cable, Radio Frequency, or any suitable combi 
nation of the foregoing. 
[0048] Computer program code for carrying out operations 
for aspects of embodiments of the present invention may be 
written in any combination of one or more programming 
languages, including object oriented programming languages 
and conventional procedural programming languages. The 
program code may execute entirely on the user’s computer, 
partly on a remote computer, or entirely on the remote com 
puter or server. In the latter scenario, the remote computer 
may be connected to the user’s computer through any type of 
network, including a local area network (LAN) or a wide area 
network (WAN), or the connection may be made to an exter 
nal computer (for example, through the Internet using an 
Internet Service Provider). 
[0049] Aspects of embodiments of the invention are 
described below with reference to ?owchart illustrations and/ 
or block diagrams of methods, apparatus (systems), and com 
puter program products. Each block of the ?owchart illustra 
tions and/or block diagrams, and combinations of blocks in 
the ?owchart illustrations and/ or block diagrams may be 
implemented by computer program instructions embodied in 
a computer-readable medium. These computer program 
instructions may be provided to a processor of a general 
purpose computer, special purpose computer, or other pro 
grammable data processing apparatus to produce a machine, 
such that the instructions, which execute via the processor of 
the computer or other programmable data processing appa 
ratus, create means for implementing the functions/acts 
speci?ed by the ?owchart and/or block diagram block or 
blocks. These computer program instructions may also be 
stored in a computer-readable medium that can direct a com 
puter, other programmable data processing apparatus, or 
other devices to function in a particular manner, such that the 
instructions stored in the computer-readable medium produce 
an article of manufacture, including instructions that imple 
ment the function/ act speci?ed by the ?owchart and/or block 
diagram block or blocks. 

[0050] The computer programs de?ning the functions of 
various embodiments of the invention may be delivered to a 
computer system via a variety of tangible computer-readable 
storage media that may be operatively or communicatively 
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connected (directly or indirectly) to the processor or proces 
sors. The computer program instructions may also be loaded 
onto a computer, other programmable data processing appa 
ratus, or other devices to cause a series of operational steps to 
be performed on the computer, other programmable appara 
tus, or other devices to produce a computer-implemented 
process, such that the instructions, which execute on the 
computer or other programmable apparatus, provide pro 
cesses for implementing the functions/acts speci?ed in the 
?owcharts and/ or block diagram block or blocks. 

[0051] The ?owchart and the block diagrams in the ?gures 
illustrate the architecture, functionality, and operation of pos 
sible implementations of systems, methods, and computer 
program products, according to various embodiments of the 
present invention. In this regard, each block in the ?owcharts 
or block diagrams may represent a module, segment, or por 
tion of code, which includes one or more executable instruc 
tions for implementing the speci?ed logical function(s). In 
some embodiments, the functions noted in the block may 
occur out of the order noted in the ?gures. For example, two 
blocks shown in succession may, in fact, be executed substan 
tially concurrently, or the blocks may sometimes be executed 
in the reverse order, depending upon the functionality 
involved. Each block of the block diagrams and/ or ?owchart 
illustration, and combinations of blocks in the block diagrams 
and/or ?ow chart illustrations, can be implemented by special 
purpose hardware-based systems that perform the speci?ed 
functions or acts, in combinations of special purpose hard 
ware and computer instructions. 

[0052] Embodiments of the invention may also be deliv 
ered as part of a service engagement with a client corporation, 
nonpro?t organiZation, government entity, or internal organi 
Zational structure. Aspects of these embodiments may 
include con?guring a computer system to perform, and 
deploying computing services (e.g., computer-readable code, 
hardware, and web services) that implement, some or all of 
the methods described herein. Aspects of these embodiments 
may also include analyZing the client company, creating rec 
ommendations responsive to the analysis, generating com 
puter-readable code to implement portions of the recommen 
dations, integrating the computer-readable code into existing 
processes, computer systems, and computing infrastructure, 
metering use of the methods and systems described herein, 
allocating expenses to users, and billing users for their use of 
these methods and systems. In addition, various programs 
described herein may be identi?ed based upon the application 
for which they are implemented in a speci?c embodiment of 
the invention. But, any particular program nomenclature used 
herein is used merely for convenience, and thus embodiments 
of the invention are not limited to use solely in any speci?c 
application identi?ed and/ or implied by such nomenclature. 
The exemplary environments illustrated in FIG. 6 are not 
intended to limit the present invention. Indeed, other altema 
tive hardware and/ or program environments may be used 
without departing from the scope of embodiments of the 
invention. 

[0053] The terminology used herein is for the purpose of 
describing particular embodiments only and is not intended to 
be limiting of the invention. As used herein, the singular 
forms “a,” “an,” and “the” are intended to include the plural 
forms as well, unless the context clearly indicates otherwise. 
It will be further understood that the terms “includes” and/or 
“including,” when used in this speci?cation, specify the pres 
ence of the stated features, integers, steps, operations, ele 
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ments, and/ or components, but do not preclude the presence 
or addition of one or more other features, integers, steps, 
operations, elements, components, and/or groups thereof. In 
the previous detailed description of exemplary embodiments 
of the invention, reference Was made to the accompanying 
draWings (Where like numbers represent like elements), 
Which form a part hereof, and in Which is shoWn by Way of 
illustration speci?c exemplary embodiments in Which the 
invention may be practiced. These embodiments Were 
described in su?icient detail to enable those skilled in the art 
to practice the invention, but other embodiments may be 
utiliZed and logical, mechanical, electrical, and other changes 
may be made Without departing from the scope of the present 
invention. In the previous description, numerous speci?c 
details Were set forth to provide a thorough understanding of 
embodiments of the invention. But, embodiments of the 
invention may be practiced Without these speci?c details. In 
other instances, Well-knoWn circuits, structures, and tech 
niques have not been shoWn in detail in order not to obscure 
embodiments of the invention. 
[0054] Different instances of the Word “embodiment” as 
used Within this speci?cation do not necessarily refer to the 
same embodiment, but they may. Any data and data structures 
illustrated or described herein are examples only, and in other 
embodiments, different amounts of data, types of data, ?elds, 
numbers and types of ?elds, ?eld names, numbers and types 
of roWs, records, entries, or organizations of data may be 
used. In addition, any data may be combined With logic, so 
that a separate data structure may not be necessary. The pre 
vious detailed description is, therefore, not to be taken in a 
limiting sense. 
What is claimed is: 
1. A method for identifying conditions that correlate With 

one or more events related to operation of a poWer grid, 
comprising: 

determining one or more distinguishing characteristics of a 
?rst chunk, the ?rst chunk including data elements rel 
evant to operating a poWer grid; 

determining Whether a distinguishing characteristic of the 
?rst chunk correlates With a distinguishing characteristic 
of one or more of a plurality of second chunks, each 
second chunk including a plurality of data elements 
corresponding With the data of the ?rst chunk. 

determining Whether a second chunk, having a distinguish 
ing characteristic equivalent to a distinguishing charac 
teristic of the ?rst chunk, is associated With the one or 
more events; and 

determining Whether a second chunk, having an associa 
tion With the one or more events and a distinguishing 
characteristic equivalent to a distinguishing characteris 
tic of the ?rst chunk, is substantially identical to the ?rst 
chunk. 

2. The method of claim 1, further comprising: 
generating an alert as to a result of the determination of 

Whether the ?rst and second chunks are substantially 
identical. 

3. The method of claim 1, further comprising: 
adjusting the poWer grid in response to a determination that 

a second chunk is substantially identical to the ?rst 
chunk. 

4. The method of claim 1, further comprising storing the 
?rst chunk. 

5. The method of claim 4, further comprising storing the 
distinguishing characteristics of the ?rst chunk in an index. 
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6. The method of claim 1, Wherein the determining of 
Whether a second chunk having an association With the one or 
more events and a distinguishing characteristic equivalent to 
a distinguishing characteristic of the ?rst chunk is substan 
tially identical to the ?rst chunk includes comparing each pair 
of corresponding bytes of the ?rst and second chunks. 

7. The method of claim 1, Wherein the determining Whether 
a distinguishing characteristic of the ?rst chunk correlates 
With a distinguishing characteristic of one or more of a plu 
rality of second chunks is performed in real time. 

8. The method of claim 1, Wherein the data elements of the 
second chunk are associated With a ?rst time and the data 
elements of the ?rst chunk are associated With a second time, 
the ?rst time preceding the second time. 

9. A poWer grid controller, comprising: 
a distinguishing characteristic calculator to determine one 

or more distinguishing characteristics of a ?rst chunk, 
the ?rst chunk including data elements relevant to oper 
ating a poWer grid; 

a similarity comparator to determine Whether a distin 
guishing characteristic of the ?rst chunk correlates With 
a distinguishing characteristic of one or more of a plu 
rality of second chunks, each second chunk including a 
plurality of data elements corresponding With the data of 
the ?rst chunk; 

an event comparator to determine Whether a second chunk, 
having a distinguishing characteristic equivalent to a 
distinguishing characteristic of the ?rst chunk, is asso 
ciated With one or more events; and 

an identity determiner to determine Whether a second 
chunk having an association With the one or more events 
and a distinguishing characteristic equivalent to a distin 
guishing characteristic of the ?rst chunk is substantially 
identical to the ?rst chunk. 

10. The poWer grid controller of claim 9, further compris 
ing: 

a user interface, Which the poWer grid controller may gen 
erate an alert as to a result of the determination of 
Whether the ?rst and second chunks are substantially 
identical. 

1 1. The poWer grid controller of claim 9, Wherein the poWer 
grid controller adjusts a poWer grid in response to a determi 
nation that a second chunk is substantially identical to the ?rst 
chunk. 

12. The poWer grid controller of claim 9, further compris 
ing a storage repository to store the plurality of second 
chunks. 

13. The poWer grid controller of claim 9, further compris 
ing a memory to store an index of distinguishing character 
istics. 

14. A computer readable storage medium having instruc 
tions stored thereon Which, When executed, cause a processor 
to perform the folloWing operations: 

determining one or more distinguishing characteristics of a 
?rst chunk, the ?rst chunk including data elements rel 
evant to operating a poWer grid; 

determining Whether a distinguishing characteristic of the 
?rst chunk correlates With a distinguishing characteristic 
of one or more of a plurality of second chunks, each 
second chunk including a plurality of data elements 
corresponding With the data of the ?rst chunk. 
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determining Whether a second chunk, having a distinguish 
ing characteristic equivalent to a distinguishing charac 
teristic of the ?rst chunk, is associated With one or more 
events; and 

determining Whether a second chunk having an association 
With the one or more events and a distinguishing char 
acteristic equivalent to a distinguishing characteristic of 
the ?rst chunk is substantially identical to the ?rst chunk. 

15. The storage medium of claim 14, further comprising: 
generating an alert as to a result of the determination of 

Whether the ?rst and second chunks are substantially 
identical. 

16. The storage medium of claim 14, further comprising 
the operation of: 

adjusting the poWer grid in response to a determination that 
a second chunk is substantially identical to the ?rst 
chunk. 
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17. The storage medium of claim 14, further comprising 
the operation of storing the ?rst chunk. 

18. The storage medium of claim 17, further comprising 
storing the distinguishing characteristics of the ?rst chunk in 
an index. 

19. The storage medium of claim 14, Wherein the deter 
mining of Whether a second chunk having an association With 
the one or more events and a distinguishing characteristic 
equivalent to a distinguishing characteristic of the ?rst chunk 
is substantially identical to the ?rst chunk includes comparing 
each pair of corresponding bytes of the ?rst and second 
chunks. 

20. The storage medium of claim 14, Wherein the data 
elements of the second chunk are associated With a ?rst time 
and the data elements of the ?rst chunk are associated With a 
second time, the ?rst time preceding the second time. 

* * * * * 
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