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SINGLE PASS TESSELLATION 

BACKGROUND OF THE INVENTION 

[0001] 1. Field of the Invention 
[0002] The present invention generally relates to tessella 
tion of three-dimensional surface patches and more speci? 
cally to performing tessellation in a single pass through a 
graphics processing pipeline. 
[0003] 2. Description of the Related Art 
[0004] The programming model for tessellation hardWare 
has evolved to expose neW shader programs that are executed 
to perform tessellation of three-dimensional surface patches. 
Conventional hardWare architectures use a tWo pass approach 
to perform tessellation. During a ?rst pass through a graphics 
processing pipeline vertex shader and tessellation control 
shader (or control hull shader) programs are executed and 
vertex data and tessellation parameters are stored in memory. 
After the ?rst pass is complete, the graphics processing pipe 
line is recon?gured. During a second pass through the graph 
ics processing pipeline, the vertex data and tessellation 
parameters are read from memory and tessellation evaluation 
shader (or domain shader) and geometry shader programs are 
executed to complete the tessellation operation. Typically, a 
softWare application program or device driver initiates both 
the ?rst pass and the second pass. 
[0005] Accordingly, What is needed in the art is an 
improved system and method for executing tessellation 
shader programs. 

SUMMARY OF THE INVENTION 

[0006] A system and method for performing tessellation in 
a single pass through a graphics processor divides the pro 
cessing resources Within the graphics processor into sets for 
performing different tessellation operations. Vertex data and 
tessellation parameters are routed directly from one process 
ing resource to another instead of being stored in memory. 
Therefore, a surface patch description is provided to the 
graphics processor and tessellation is completed in a single 
uninterrupted pass through the graphics processor Without 
storing intermediate data in memory. 
[0007] Various embodiments of a method of the invention 
for performing tessellation in a single pass through a graphics 
processor include con?guring a ?rst set of processing units of 
the graphics processor and con?guring a second set of the 
processing units Within the graphics processor. The ?rst set of 
processing units are con?gured to execute a tessellation con 
trol shader to process surface patches, computing tessellation 
level of details and producing a graphics primitive including 
multiple vertices. The second set of the processing units are 
con?gured to execute a tessellation evaluation shader to each 
process one of the multiple vertices. The tessellation control 
shader and the tessellation evaluation shader are then 
executed to tessellate the surface patches in a single pass 
through the ?rst set of processing units and the second set of 
processing units to produce processed vertices. 
[0008] Various embodiments of the invention include a sys 
tem for performing tessellation in a single pass through a 
graphics processor. The graphics processor includes a ?rst set 
of processing units, a second set of processing units, and a 
crossbar interconnect. The ?rst set of processing units are 
con?gured to execute a tessellation control shader to process 
surface patches and produce a graphics primitive including 
multiple vertices. The second set of the processing units are 
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con?gured to execute a tessellation evaluation shader to each 
process one of the multiple vertices. The crossbar intercon 
nect is coupled to the ?rst set of processing units and the 
second set of processing units and con?gured to route the 
multiple vertices output by the ?rst set of processing units to 
inputs of the second set of the processing units. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0009] So that the manner in Which the above recited fea 
tures of the present invention can be understood in detail, a 
more particular description of the invention, brie?y summa 
riZed above, may be had by reference to embodiments, some 
of Which are illustrated in the appended draWings. It is to be 
noted, hoWever, that the appended draWings illustrate only 
typical embodiments of this invention and are therefore not to 
be considered limiting of its scope, for the invention may 
admit to other equally effective embodiments. 
[0010] FIG. 1 is a block diagram illustrating a computer 
system con?gured to implement one or more aspects of the 
present invention; 
[0011] FIG. 2 is a block diagram of a parallel processing 
subsystem for the computer system of FIG. 1, according to 
one embodiment of the present invention; 
[0012] FIG. 3A is a block diagram of a GPC Within one of 
the PPUs of FIG. 2, according to one embodiment of the 
present invention; 
[0013] FIG. 3B is a block diagram ofa partition unit Within 
one of the PPUs of FIG. 2, according to one embodiment of 
the present invention; 
[0014] FIG. 4 is a conceptual diagram of a graphics pro 
cessing pipeline that one or more of the PPUs of FIG. 2 can be 
con?gured to implement, according to one embodiment of the 
present invention; 
[0015] FIG. 5A is a How diagram of method steps for per 
forming tessellation in a single pass, according to one 
embodiment of the present invention; and 
[0016] FIG. 5B is a block diagram ofa GPC con?gured to 
perform tessellation in a single pass, according to one 
embodiment of the present invention. 

DETAILED DESCRIPTION 

[0017] In the folloWing description, numerous speci?c 
details are set forth to provide a more thorough understanding 
of the present invention. HoWever, it Will be apparent to one of 
skill in the art that the present invention may be practiced 
Without one or more of these speci?c details. In other 
instances, Well-knoWn features have not been described in 
order to avoid obscuring the present invention. 

System OvervieW 

[0018] FIG. 1 is a block diagram illustrating a computer 
system 100 con?gured to implement one or more aspects of 
the present invention. Computer system 100 includes a cen 
tral processing unit (CPU) 102 and a system memory 104 
communicating via a bus path through a memory bridge 105. 
Memory bridge 105 may be integrated into CPU 102 as 
shoWn in FIG. 1. Alternatively, memory bridge 105, may be a 
conventional device, e.g., a Northbridge chip, that is con 
nected via a bus to CPU 102. Memory bridge 105 is connected 
via communication path 106 (e.g., a HyperTransport link) to 
an I/ O (input/output) bridge 107. I/ O bridge 107, Which may 
be, e.g., a Southbridge chip, receives user input from one or 
more user input devices 108 (e.g., keyboard, mouse) and 
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forwards the input to CPU 102 via path 106 and memory 
bridge 105.A parallel processing subsystem 112 is coupled to 
memory bridge 105 via a bus or other communication path 
113 (e.g., a PCI Express, Accelerated Graphics Port, or 
HyperTransport link); in one embodiment parallel processing 
subsystem 112 is a graphics subsystem that delivers pixels to 
a display device 110 (e.g., a conventional CRT or LCD based 
monitor). A system disk 114 is also connected to I/O bridge 
107. A sWitch 116 provides connections betWeen I/O bridge 
107 and other components such as a netWork adapter 118 and 
various add-in cards 120 and 121. Other components (not 
explicitly shoWn), including USB or other port connections, 
CD drives, DVD drives, ?lm recording devices, and the like, 
may also be connected to I/O bridge 107. Communication 
paths interconnecting the various components in FIG. 1 may 
be implemented using any suitable protocols, such as PCI 
(Peripheral Component Interconnect), PCI Express (PCI-E), 
AGP (Accelerated Graphics Port), HyperTransport, or any 
other bus or point-to-point communication protocol(s), and 
connections betWeen different devices may use different pro 
tocols as is knoWn in the art. 

[0019] In one embodiment, the parallel processing sub 
system 112 incorporates circuitry optimiZed for graphics and 
video processing, including, for example, video output cir 
cuitry, and constitutes a graphics processing unit (GPU). In 
another embodiment, the parallel processing subsystem 112 
incorporates circuitry optimiZed for general purpose process 
ing, While preserving the underlying computational architec 
ture, described in greater detail herein. In yet another embodi 
ment, the parallel processing subsystem 112 may be 
integrated With one or more other system elements, such as 
the memory bridge 105, CPU 102, and I/O bridge 107 to form 
a system on chip (80C). 
[0020] It Will be appreciated that the system shoWn herein is 
illustrative and that variations and modi?cations are possible. 
The connection topology, including the number and arrange 
ment of bridges, may be modi?ed as desired. For instance, in 
some embodiments, system memory 104 is connected to CPU 
102 directly rather than through a bridge, and other devices 
communicate With system memory 104 via memory bridge 
105 and CPU 102. In other alternative topologies, parallel 
processing subsystem 112 is connected to I/O bridge 107 or 
directly to CPU 1 02, rather than to memory bridge 1 05. In still 
other embodiments, one or more of CPU 102, I/ O bridge 107, 
parallel processing subsystem 112, and memory bridge 105 
are integrated into one or more chips. The particular compo 
nents shoWn herein are optional; for instance, any number of 
add-in cards or peripheral devices might be supported. In 
some embodiments, sWitch 116 is eliminated, and netWork 
adapter 118 and add-in cards 120, 121 connect directly to I/O 
bridge 107. 
[0021] FIG. 2 illustrates a parallel processing subsystem 
112, according to one embodiment of the present invention. 
As shoWn, parallel processing subsystem 112 includes one or 
more parallel processing units (PPUs) 202, each of Which is 
coupled to a local parallel processing (PP) memory 204. In 
general, a parallel processing subsystem includes a number U 
of PPUs, Where U21. (Herein, multiple instances of like 
objects are denoted With reference numbers identifying the 
object and parenthetical numbers identifying the instance 
Where needed.) PPUs 202 and parallel processing memories 
204 may be implemented using one or more integrated circuit 
devices, such as programmable processors, application spe 

Apr. 1,2010 

ci?c integrated circuits (ASICs), or memory devices, or in 
any other technically feasible fashion. 
[0022] Referring again to FIG. 1, in some embodiments, 
some or all of PPUs 202 in parallel processing subsystem 112 
are graphics processors With rendering pipelines that can be 
con?gured to perform various tasks related to generating 
pixel data from graphics data supplied by CPU 102 and/or 
system memory 104, interacting With local parallel process 
ing memory 204 (Which can be used as graphics memory 
including, e.g., a conventional frame buffer) to store and 
update pixel data, delivering pixel data to display device 110, 
and the like. In some embodiments, parallel processing sub 
system 112 may include one or more PPUs 202 that operate as 
graphics processors and one or more other PPUs 202 that are 
used for general-purpose computations. The PPUs may be 
identical or different, and each PPU may have its oWn dedi 
cated parallel processing memory device(s) or no dedicated 
parallel processing memory device(s). One or more PPUs 202 
may output data to display device 110 or each PPU 202 may 
output data to one or more display devices 110. 

[0023] In operation, CPU 102 is the master processor of 
computer system 100, controlling and coordinating opera 
tions of other system components. In particular, CPU 102 
issues commands that control the operation of PPUs 202. In 
some embodiments, CPU 102 Writes a stream of commands 
for each PPU 202 to a command buffer (not explicitly shoWn 
in either FIG. 1 or FIG. 2) that may be located in system 
memory 104, parallel processing memory 204, or another 
storage location accessible to both CPU 102 and PPU 202. 
PPU 202 reads the command stream from the command 
buffer and then executes commands asynchronously relative 
to the operation of CPU 102. CPU 102 may also create data 
buffers, Which PPUs 202 may read in response to commands 
in the command buffer. Each command and data buffer may 
be read by multiple PPUs 202. 
[0024] Referring back noW to FIG. 2, each PPU 202 
includes an I/O (input/output) unit 205 that communicates 
With the rest of computer system 100 via communication path 
113, Which connects to memory bridge 105 (or, in one alter 
native embodiment, directly to CPU 102). The connection of 
PPU 202 to the rest of computer system 100 may also be 
varied. In some embodiments, parallel processing subsystem 
112 is implemented as an add-in card that can be inserted into 
an expansion slot of computer system 100. In other embodi 
ments, a PPU 202 can be integrated on a single chip With a bus 
bridge, such as memory bridge 105 or I/ O bridge 107. In still 
other embodiments, some or all elements of PPU 202 may be 
integrated on a single chip With CPU 102. 

[0025] In one embodiment, communication path 113 is a 
PCI-E link, in Which dedicated lanes are allocated to each 
PPU 202, as is knoWn in the art. Other communication paths 
may also be used. An I/O unit 205 generates packets (or other 
signals) for transmission on communication path 113 and 
also receives all incoming packets (or other signals) from 
communication path 113, directing the incoming packets to 
appropriate components of PPU 202. For example, com 
mands related to processing tasks may be directed to a host 
interface 206, While commands related to memory operations 
(e.g., reading from or Writing to parallel processing memory 
204) may be directed to a memory crossbar unit 210. Host 
interface 206 reads each command buffer and outputs the 
Work speci?ed by the command buffer to a front end 212. 
[0026] Each PPU 202 advantageously implements a highly 
parallel processing architecture. As shoWn in detail, PPU 
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202(0) includes a processing cluster array 230 that includes a 
number C of general processing clusters (GPCs) 208, Where 
C21. Each GPC 208 is capable of executing a large number 
(e. g., hundreds or thousands) of threads concurrently, Where 
each thread is an instance of a program. In various applica 
tions, different GPCs 208 may be allocated for processing 
different types of programs or for performing different types 
of computations. For example, in a graphics application, a 
?rst set of GPCs 208 may be allocated to perform tessellation 
operations and to produce primitive topologies for patches, 
and a second set of GPCs 208 may be allocated to perform 
tessellation shading to evaluate patch parameters for the 
primitive topologies and to determine vertex positions and 
other per-vertex attributes. The allocation of GPCs 208 may 
vary dependent on the Workload arising for each type of 
program or computation. Alternatively, all GPCs 208 may be 
allocated to perform processing tasks using time-slice 
scheme to sWitch betWeen different processing tasks. 

[0027] GPCs 208 receive processing tasks to be executed 
via a Work distribution unit 200, Which receives commands 
de?ning processing tasks from front end unit 212. Processing 
tasks include pointers to data to be processed, e.g., surface 
(patch) data, primitive data, vertex data, and/ or pixel data, as 
Well as state parameters and commands de?ning hoW the data 
is to be processed (e.g., What program is to be executed). Work 
distribution unit 200 may be con?gured to fetch the pointers 
corresponding to the tasks, Work distribution unit 200 may 
receive the pointers from front end 212, or Work distribution 
unit 200 may receive the data directly. In some embodiments 
of the present invention, indices specify the location of the 
data in an array. Front end 212 ensures that GPCs 208 are 
con?gured to a valid state before the processing speci?ed by 
the command buffers is initiated. 

[0028] When PPU 202 is used for graphics processing, for 
example, the processing Workload for each patch is divided 
into approximately equal siZed tasks to enable distribution of 
the tessellation processing to multiple GPCs 208. A Work 
distribution unit 200 may be con?gured to output tasks at a 
frequency capable of providing tasks to multiple GPCs 208 
for processing. In some embodiments of the present inven 
tion, portions of GPCs 208 are con?gured to perform differ 
ent types of processing. For example a ?rst portion may be 
con?gured to perform vertex shading and topology genera 
tion, a second portion may be con?gured to perform tessel 
lation and geometry shading, and a third portion may be 
con?gured to perform pixel shading in screen space to pro 
duce a rendered image. The ability to allocate portions of 
GPCs 208 for performing different types of processing e?i 
ciently accommodates any expansion and contraction of data 
produced by the different types of processing. Intermediate 
data produced by GPCs 208 may buffered to alloW the inter 
mediate data to be transmitted betWeen GPCs 208 With mini 
mal stalling When a rate at Which data is accepted by a doWn 
stream GPC 208 lags the rate at Which data is produced by an 
upstream GPC 208. 

[0029] Memory interface 214 may be partitioned into a 
number D of memory partition units that are each directly 
coupled to a portion of parallel processing memory 204, 
Where D21. Each portion of memory generally consists of 
one or more memory devices (eg DRAM 220). Persons 
skilled in the art Will appreciate that DRAM 220 may be 
replaced With other suitable storage devices and can be of 
generally conventional design. A detailed description is 
therefore omitted. Render targets, such as frame buffers or 
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texture maps may be stored across DRAMs 220, alloWing 
partition units 215 to Write portions of each render target in 
parallel to e?iciently use the available bandWidth of parallel 
processing memory 204. 
[0030] Any one of GPCs 208 may process data to be Written 
to any of the partition units 215 Within parallel processing 
memory 204. Crossbar unit 210 is con?gured to route the 
output of each GPC 208 to the input of any partition unit 214 
or to another GPC 208 for further processing. GPCs 208 
communicate With memory interface 214 through crossbar 
unit 210 to read from or Write to various external memory 
devices. In one embodiment, crossbar unit 210 has a connec 
tion to memory interface 214 to communicate with U0 unit 
205, as Well as a connection to local parallel processing 
memory 204, thereby enabling the processing cores Within 
the different GPCs 208 to communicate With system memory 
104 or other memory that is not local to PPU 202. Crossbar 
unit 210 may use virtual channels to separate traf?c streams 
betWeen the GPCs 208 and partition units 215. 

[0031] Again, GPCs 208 can be programmed to execute 
processing tasks relating to a Wide variety of applications, 
including but not limited to, linear and nonlinear data trans 
forms, ?ltering of video and/or audio data, modeling opera 
tions (e.g., applying laWs of physics to determine position, 
velocity and other attributes of objects), image rendering 
operations (e.g., tessellation shader, vertex shader, geometry 
shader, and/or pixel shader programs), and so on. PPUs 202 
may transfer data from system memory 104 and/or local 
parallel processing memories 204 into internal (on-chip) 
memory, process the data, and Write result data back to system 
memory 104 and/or local parallel processing memories 204, 
Where such data can be accessed by other system compo 
nents, including CPU 102 or another parallel processing sub 
system 112. 

[0032] A PPU 202 may be provided With any amount of 
local parallel processing memory 204, including no local 
memory, and may use local memory and system memory in 
any combination. For instance, a PPU 202 can be a graphics 
processor in a uni?ed memory architecture (UMA) embodi 
ment. In such embodiments, little or no dedicated graphics 
(parallel processing) memory Would be provided, and PPU 
202 Would use system memory exclusively or almost exclu 
sively. In UMA embodiments, a PPU 202 may be integrated 
into a bridge chip or processor chip or provided as a discrete 
chip With a high-speed link (e.g., PCI-E) connecting the PPU 
202 to system memory via a bridge chip or other communi 
cation means. 

[0033] As noted above, any number of PPUs 202 can be 
included in a parallel processing subsystem 112. For instance, 
multiple PPUs 202 can be provided on a single add-in card, or 
multiple add-in cards can be connected to communication 
path 113, or one or more PPUs 202 can be integrated into a 

bridge chip. PPUs 202 in a multi-PPU system may be iden 
tical to or different from one another. For instance, different 
PPUs 202 might have different numbers of processing cores, 
different amounts of local parallel processing memory, and so 
on. Where multiple PPUs 202 are present, those PPUs may be 
operated inparallel to process data at a higher throughput than 
is possible With a single PPU 202. Systems incorporating one 
or more PPUs 202 may be implemented in a variety of con 
?gurations and form factors, including desktop, laptop, or 
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handheld personal computers, servers, Workstations, game 
consoles, embedded systems, and the like. 

Processing Cluster Array Overview 

[0034] FIG. 3A is a block diagram ofa GPC 208 Within one 
of the PPUs 202 of FIG. 2, according to one embodiment of 
the present invention. Each GPC 208 may be con?gured to 
execute a large number of threads in parallel, Where the term 
“thread” refers to an instance of a particular program execut 
ing on a particular set of input data. In some embodiments, 
single-instruction, multiple-data (SIMD) instruction issue 
techniques are used to support parallel execution of a large 
number of threads Without providing multiple independent 
instruction units. In other embodiments, single-instruction, 
multiple-thread (SIMT) techniques are used to support par 
allel execution of a large number of generally synchroniZed 
threads, using a common instruction unit con?gured to issue 
instructions to a set of processing engines Within each one of 
the GPCs 208. Unlike a SIMD execution regime, Where all 
processing engines typically execute identical instructions, 
SIMT execution alloWs different threads to more readily fol 
loW divergent execution paths through a given thread pro 
gram. Persons skilled in the art Will understand that a SIMD 
processing regime represents a functional subset of a SIMT 
processing regime. 
[0035] In graphics applications, a GPC 208 may be con?g 
ured to include a primitive engine for performing screen 
space graphics processing functions that may include, but are 
not limited to primitive setup, rasteriZation, and Z culling. As 
shoWn in FIG. 3A, a setup unit 302 receives instructions for 
processing graphics primitives and reads graphics primitive 
parameters from buffers. The buffers may be stored in L1 
caches 315, partition units 215, or PP memory 204. A raster 
iZer/Zcull unit 303 receives the graphics primitive parameters 
and rasteriZes primitives that intersect pixels that are assigned 
to the rasteriZer/Zcull unit 303. Each pixel is assigned to only 
one of the rasteriZer/Zcull units 303, so portions of graphics 
primitives intersecting pixels that are not assigned to the 
rasteriZer/Zcull unit 303 are discarded. RasteriZer/Zcull unit 
303 also performs Z culling to remove portions of graphics 
primitives that are not visible. A Z preROP unit 304 performs 
address translations for accessing Z data and maintains order 
ing for Z data based on various Z processing modes. 
[0036] Operation of GPC 208 is advantageously controlled 
via a pipeline manager 305 that distributes processing tasks 
received from Work distribution unit 200 (via setup unit 302, 
rasteriZer/Zcull unit 303, and Z preROP unit 304) to streaming 
multiprocessor units (SMUs) 310. Pipeline manager 305 may 
also be con?gured to control a Work distribution crossbar 330 
by specifying destinations for processed data output by 
SMUs 310. 
[0037] In one embodiment, each GPC 208 includes a num 
ber M of SMUs 310, Where M; 1, each SMU 310 con?gured 
to process one or more thread groups. Also, each SMU 310 
advantageously includes an identical set of functional units 
(e. g., arithmetic logic units, etc.) that may be pipelined, 
alloWing a neW instruction to be issued before a previous 
instruction has ?nished, as is knoWn in the art. Any combina 
tion of functional units may be provided. In one embodiment, 
the functional units support a variety of operations including 
integer and ?oating point arithmetic (e. g., addition and mul 
tiplication), comparison operations, Boolean operations 
(AND, OR, XOR), bit-shifting, and computation of various 
algebraic functions (e.g., planar interpolation, trigonometric, 
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exponential, and logarithmic functions, etc.); and the same 
functional -unit hardWare can be leveraged to perform differ 
ent operations. 
[0038] The series of instructions transmitted to a particular 
GPC 208 constitutes a thread, as previously de?ned herein, 
and the collection of a certain number of concurrently execut 
ing threads across the parallel processing engines (not shoWn) 
Within an SMU 310 is referred to herein as a “thread group.” 
As used herein, a “thread group” refers to a group of threads 
concurrently executing the same program on different input 
data, With each thread of the group being assigned to a dif 
ferent processing engine Within an SMU 310. A thread group 
may include feWer threads than the number of processing 
engines Within the SMU 310, in Which case some processing 
engines Will be idle during cycles When that thread group is 
being processed. A thread group may also include more 
threads than the number of processing engines Within the 
SMU 310, in Which case processing Will take place over 
multiple clock cycles. Since each SMU 310 can support up to 
G thread groups concurrently, it folloWs that up to G><M 
thread groups can be executing in GPC 208 at any given time. 

[0039] Additionally, a plurality of related thread groups 
may be active (in different phases of execution) at the same 
time Within an SMU 310. This collection of thread groups is 
referred to herein as a “cooperative thread array” (“CTA”). 
The siZe of a particular CTA is equal to m*k, Where k is the 
number of concurrently executing threads in a thread group 
and is typically an integer multiple of the number of parallel 
processing engines Within the SMU 310, and m is the number 
of thread groups simultaneously active Within the SMU 310. 
The siZe of a CTA is generally determined by the programmer 
and the amount of hardWare resources, such as memory or 
registers, available to the CTA. 
[0040] An exclusive local address space is available to each 
thread and a shared per-CTA address space is used to pass 
data betWeen threads Within a CTA. Data stored in the per 
thread local address space and per-CTA address space is 
stored in L1 cache 320 and an eviction policy may be used to 
favor keeping the data in L1 cache 320. Each SMU 310 uses 
space in a corresponding L1 cache 320 that is used to perform 
load and store operations. Each SMU 310 also has access to 
L2 caches Within the partition units 215 that are shared among 
all GPCs 208 and may be used to transfer data betWeen 
threads. Finally, SMUs 310 also have access to off-chip “glo 
bal” memory, Which can include, e.g., parallel processing 
memory 204 and/ or system memory 104.An L2 cache may be 
used to store data that is Written to and read from global 
memory. It is to be understood that any memory external to 
PPU 202 may be used as global memory. 

[0041] In graphics applications, a GPC 208 may be con?g 
ured such that each SMU 310 is coupled to a texture unit 315 
for performing texture mapping operations, e.g., determining 
texture sample positions, reading texture data, and ?ltering 
the texture data. Texture data is read via memory interface 214 
and is fetched from an L2 cache, parallel processing memory 
204, or system memory 104, as needed. Texture unit 315 may 
be con?gured to store the texture data in an internal cache. In 
some embodiments, texture unit 315 is coupled to L1 cache 
320 and texture data is stored in L1 cache 320. Each SMU 310 
outputs processed tasks to Work distribution crossbar 330 in 
order to provide the processed task to another GPC 208 for 
further processing or to store the processed task in an L2 
cache, parallel processing memory 204, or system memory 
104 via crossbar unit 210. A preROP (pre-raster operations) 
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325 is con?gured to receive data from SMU 310, direct data 
to ROP units Within partition units 215, and perform optimi 
Zations for color blending, organize pixel color data, and 
perform address translations. 
[0042] It Will be appreciated that the core architecture 
described herein is illustrative and that variations and modi 
?cations are possible. Any number of processing engines, 
e.g., SMUs 310, texture units 315, or preROPs 325 may be 
included Within a GPC 208. Further, While only one GPC 208 
is shoWn, a PPU 202 may include any number of GPCs 208 
that are advantageously functionally similar to one another so 
that execution behavior does not depend on Which GPC 208 
receives a particular processing task. Further, each GPC 208 
advantageously operates independently of other GPCs 208 
using separate and distinct processing engines, L1 caches 
320, and so on. 
[0043] FIG. 3B is a block diagram of a partition unit 215 
Within on of the PPUs 202 of FIG. 2, according to one 
embodiment of the present invention. As shoWn, partition unit 
215 includes a L2 cache 350, a frame buffer (PE) 355, and a 
raster operations unit (ROP) 360. L2 cache 350 is a read/Write 
cache that is con?gured to perform load and store operations 
received from crossbar unit 210 and ROP 360. Read misses 
and urgent Writeback requests are output by L2 cache 350 to 
PE 355 for processing. Dirty updates are also sent to PE 355 
for opportunistic processing. PE 355 interfaces directly With 
parallel processing memory 204, outputting read and Write 
requests and receiving data read from parallel processing 
memory 204. 
[0044] In graphics applications, ROP 360 is a processing 
unit that performs raster operations, such as stencil, Z test, 
blending, and the like, and outputs pixel data as processed 
graphics data for storage in graphics memory. In some 
embodiments of the present invention, ROP 360 is included 
Within each GPC 208 instead of each partition unit 215, and 
pixel reads and Writes are transmitted over crossbar unit 210 
instead of pixel fragment. 
[0045] The processed graphics data may be displayed on 
display device 110 or routed for further processing by CPU 
102 or by one of the processing entities Within parallel pro 
cessing subsystem 112. Each partition unit 215 includes a 
ROP 360 in order to distribute processing of the raster opera 
tions. In some embodiments, ROP 360 may be con?gured to 
compress Z or color data that is Written to memory and decom 
press Z or color data that is read from memory. 
[0046] Persons skilled in the art Will understand that the 
architecture described in FIGS. 1, 2, 3A and 3B in no Way 
limits the scope of the present invention and that the tech 
niques taught herein may be implemented on any properly 
con?gured processing unit, including, Without limitation, one 
or more CPUs, one or more multi-core CPUs, one or more 

PPUs 202, one or more GPCs 208, one or more graphics or 

special purpose processing units, or the like, Without depart 
ing the scope of the present invention. 

Graphics Pipeline Architecture 

[0047] FIG. 4 is a conceptual diagram of a graphics pro 
cessing pipeline 400, that one or more of the PPUs 202 of 
FIG. 2 can be con?gured to implement, according to one 
embodiment of the present invention. For example, one of the 
SMUs 310 may be con?gured to perform the functions of one 
or more of a vertex processing unit 415, a geometry process 
ing unit 425, and a fragment processing unit 460. The func 
tions of data assembler 410, primitive assembler 420, raster 
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iZer 455, and raster operations unit 465 may also be 
performed by other processing engines Within a GPC 208 and 
a corresponding partition unit 215. Altemately, graphics pro 
cessing pipeline 400 may be implemented using dedicated 
processing units for one or more functions. 

[0048] Data assembler 410 processing unit collects vertex 
data for high-order surfaces, primitives, and the like, and 
outputs the vertex data, including the vertex attributes, to 
vertex processing unit 415. Vertex processing unit 415 is a 
programmable execution unit that is con?gured to execute 
vertex shader programs, lighting and transforming vertex 
data as speci?ed by the vertex shader programs. For example, 
vertex processing unit 415 may be programmed to transform 
the vertex data from an object-based coordinate representa 
tion (object space) to an alternatively based coordinate sys 
tem such as World space or normaliZed device coordinates 
(N DC) space. Vertex processing unit 415 may read data that is 
stored in L1 cache 320, parallel processing memory 204, or 
system memory 104 by data assembler 410 for use in pro 
cessing the vertex data. 
[0049] Primitive assembler 420 receives vertex attributes 
from vertex processing unit 415, reading stored vertex 
attributes, as needed, and constructs graphics primitives for 
processing by geometry processing unit 425. Graphics primi 
tives include triangles, line segments, points, and the like. 
Geometry processing unit 425 is a programmable execution 
unit that is con?gured to execute geometry shader programs, 
transforming graphics primitives received from primitive 
assembler 420 as speci?ed by the geometry shader programs. 
For example, geometry processing unit 425 may be pro 
grammed to subdivide the graphics primitives into one or 
more neW graphics primitives and calculate parameters, such 
as plane equation coe?icients, that are used to rasteriZe the 
neW graphics primitives. 
[0050] In some embodiments, geometry processing unit 
425 may also add or delete elements in the geometry stream. 
Geometry processing unit 425 outputs the parameters and 
vertices specifying neW graphics primitives to a vieWport 
scale, cull, and clip unit 450. Geometry processing unit 425 
may read data that is stored in parallel processing memory 
204 or system memory 104 for use in processing the geometry 
data. VieWport scale, cull, and clip unit 450 performs clip 
ping, culling, and vieWport scaling and outputs processed 
graphics primitives to a rasteriZer 455. 
[0051] RasteriZer 455 scan converts the neW graphics 
primitives and outputs fragments and coverage data to frag 
ment processing unit 460. Additionally, rasteriZer 455 may be 
con?gured to perform Z culling and other Z-based optimiZa 
tions. Fragment processing unit 460 is a programmable 
execution unit that is con?gured to execute fragment shader 
programs, transforming fragments received from rasteriZer 
455, as speci?ed by the fragment shader programs. For 
example, fragment processing unit 460 may be programmed 
to perform operations such as perspective correction, texture 
mapping, shading, blending, and the like, to produce shaded 
fragments that are output to raster operations unit 465. Frag 
ment processing unit 460 may read data that is stored in 
parallel processing memory 204 or system memory 104 for 
use in processing the fragment data. Fragments may be 
shaded at pixel, sample, or other granularity, depending on 
the programmed sampling rate. 
[0052] Raster operations unit 465 is a processing unit that 
performs raster operations, such as stencil, Z test, blending, 
and the like, and outputs pixel data as processed graphics data 
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for storage in graphics memory. The processed graphics data 
may be stored in graphics memory, e.g., parallel processing 
memory 204, and/or system memory 104, for display on 
display device 110 or for further processing by CPU 102 or 
parallel processing subsystem 112. In some embodiments of 
the present invention, raster operations unit 465 is con?gured 
to compress Z or color data that is Written to memory and 
decompress Z or color data that is read from memory. 

Single Pass Tessellation 

[0053] In order to perform tessellation in a single pass, a 
?rst portion of SMUs 310 are con?gured to execute tessella 
tion control shader programs and a second portion of SMUs 
310 are con?gured to execute tessellation evaluation shader 
programs. The ?rst portion of SMUs 310 receive surface 
patch descriptions and output graphics primitives, such as 
cubic triangle primitives de?ned by ten control points, and 
tessellation parameters such as level of detail values. Graph 
ics primitives and tessellation parameters are routed from one 
SMU 310 to another through L1 cache 320 and Work distri 
bution crossbar 330 instead of being stored in PP memory 
204. Therefore, tessellation of a surface patch description is 
completed in a single uninterrupted pass through GPC 208 
Without storing intermediate data in L2 cache 350 or PP 
memory 204. Additionally, an application program or device 
driver 103 provides the surface patch description and does not 
recon?gure portions of GPC 208 during the tessellation pro 
cessing. 
[0054] The number of SMUs 310 in the ?rst portion may be 
equal, greater than, or less than the number of SMUs 310 in 
the second portion. Importantly, the number of SMUs 310 in 
the ?rst and second portions can be tailored to match the 
processing Workload. The number of vertices produced by a 
single surface patch varies With the computed tessellation 
level of detail. Therefore, a single SMP 310 in the ?rst portion 
of SMUs 310 may produce “Work” for multiple SMPs 310 in 
the second portion of SMUs 310 since execution of a tessel 
lation control shader program may result in a data expansion. 

[0055] FIG. 5A is a How diagram of method steps for per 
forming tessellation in a single pass, according to one 
embodiment of the present invention. In step 510 device 
driver 103 con?gures a ?rst set of SMUs 310 for tessellation 
control shader program execution. A tessellation control 
shader program may perform a change of basis of a control 
point, computation of tessellation level of detail parameters, 
or the like, and is executed once for each surface patch. A 
change of basis of a patch occurs When a tessellation control 
shader program inputs one patch (set of control points) and 
outputs a different patch (a different set of control points), 
Where the number of control points varies betWeen the input 
patch and the output patch. In step 520 device driver 103 
con?gures a second set of SMUs 310 for tessellation evalua 
tion program execution. A tessellation evaluation control 
shader program may compute a ?nal position and attributes of 
each vertex based on the patch primitive control points, a 
parametric (u,v) position for each vertex, displacement maps, 
and the like, and is executed once for each output vertex. 

[0056] In step 520 device driver 103 con?gures SMUs 310 
into a ?rst set and a second set and doWnloads the tessellation 
control shader and tessellation evaluation shader programs 
that are executed by GPCs 208 to process the surface data and 
produce output vertices. In step 530 SMUs 310 in the ?rst set 
of SMUs 310 execute the tessellation control shader program 
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to produce graphics primitives, e.g., control points for graph 
ics primitives such as cubic triangles. 

[0057] In step 540 vertices of the graphics primitives output 
by the ?rst set of SMUs 310 are distributed to the inputs of the 
second set ofSMUs 310. In step 545 SMUs 310 in the second 
set of SMUs 310 execute the tessellation evaluation shader 
program to produce output vertices. Note, that for different 
vertices, steps 530, 540, and 545 occur at different times. 
Therefore, as the graphics primitives are output by SMUs 310 
in the ?rst set, SMUs 310 in the second set begin execution of 
the tessellation evaluation programs to produce output verti 
ces. Because SMUs 310 are con?gured to process the surface 
patches in a single pass, device driver 103 is not needed to 
recon?gure SMUs 310 to perform different operations during 
the tessellation operations. 
[0058] FIG. 5B is a block diagram of GPC 208 that is 
con?gured to perform tessellation in a single pass, according 
to one embodiment of the present invention. A ?rst set 550 is 
a ?rst set of SMUs 310 that is con?gured to execute tessella 
tion control shader programs. A second set 560 is a second set 
of SMUs 310 that is con?gured to execute tessellation evalu 
ation shader programs. First set 550, Work distribution cross 
bar 330, and second set 560 may be con?gured to perform 
steps 530, 540, and 545 of FIG. 5A. Work distribution cross 
bar 330 is con?gured to connect each SMU 310 in ?rst set 550 
to each SMU 310 in second set 560. 

[0059] Surface data 555, representing the surface patches 
may be stored in L1 cache 320, as shoWn in FIG. 5B, and read 
by ?rst set 550. Pipeline manager 305 may be con?gured to 
provide locations of surface data 555 to each SMU 310 in ?rst 
set 550 to distribute the surface patches for processing. Tes 
sellation data 570, representing the graphics primitives output 
by ?rst set 550 may be stored in L1 cache 320. Pipeline 
manager 305 provides Work distribution crossbar 330 routing 
information that is needed to distribute graphics primitive 
vertices to the inputs of SMUs 310 in second set 560. In some 
embodiments of the present invention, such as the embodi 
ment shoWn in FIG. 5B, tessellation data 570 is routed 
through Work distribution crossbar 330. In other embodi 
ments of the present invention, indices corresponding to the 
location of each graphics primitive vertex are routed through 
Work distribution crossbar 330 to distribute tessellation data 
570 output by ?rst set 550 to the inputs of second set 560. 
Importantly, tessellation data 570 is stored in L1 cache 320 or 
L2 cache 350 rather than being stored PP memory 204, reduc 
ing the number of clock cycles needed to read and Write 
tessellation data 570. 

[0060] As SMUs 310 in ?rst set 550 Write tessellation data 
570, SMUs 310 in second set 560 read tessellation data 570, 
so the amount of storage consumed by tessellation data 570 is 
reduced to ?t Within L1 cache 320 or L2 cache 350. In con 
trast, in a conventional system, When tWo different passes are 
used to execute the programs, all of the data produced by 
tessellation control shader program for a group of patches is 
stored in off chip memory, e.g., PP memory 204, before the 
pipeline is con?gured to execute tessellation evaluation 
shader program and read the data. Additionally, When a con 
ventional tWo pass technique is used, the number of patches in 
a group is typically large to reduce the frequency of pipeline 
recon?gurations incurred to sWitch betWeen executing the 
tessellation control shader program and the tessellation evalu 
ation shader program. The tessellation data produced by pro 
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cessing the larger number of patches in the ?rst pass requires 
more storage than tessellation data 570, and is therefore 
stored in off chip memory. 
[0061] As described in conjunction With FIGS. 5A and 5B, 
tessellation of a surface patch description is completed in a 
single uninterrupted pass through GPC 208 Without storing 
intermediate data in PP memory 204. Additionally, an appli 
cation program or device driver 103 provides the surface 
patch description and does not recon?gure portions of GPC 
208 during the tessellation processing. An application pro 
grammer may advantageously vieW PPU 202 as a single 
tessellation pipeline that is automatically con?gured to pro 
cess surfaces in a single pass. 
[0062] One embodiment of the invention may be imple 
mented as a program product for use With a computer system. 
The program(s) of the program product de?ne functions of 
the embodiments (including the methods described herein) 
and can be contained on a variety of computer-readable stor 
age media. lllustrative computer-readable storage media 
include, but are not limited to: (i) non-Writable storage media 
(e.g., read-only memory devices Within a computer such as 
CD-ROM disks readable by a CD-ROM drive, ?ash memory, 
ROM chips or any type of solid-state non-volatile semicon 
ductor memory) on Which information is permanently stored; 
and (ii) Writable storage media (e.g., ?oppy disks Within a 
diskette drive or hard-disk drive or any type of solid-state 
random-access semiconductor memory) on Which alterable 
information is stored. 
[0063] The invention has been described above With refer 
ence to speci?c embodiments. Persons skilled in the art, hoW 
ever, Will understand that various modi?cations and changes 
may be made thereto Without departing from the broader 
spirit and scope of the invention as set forth in the appended 
claims. The foregoing description and draWings are, accord 
ingly, to be regarded in an illustrative rather than a restrictive 
sense. 

The invention claimed is: 
1. A method for performing tessellation in a single pass 

through a graphics processor, the method comprising: 
con?guring a ?rst set of processing units of the graphics 

processor to execute a tessellation control shader to pro 
cess surface patches and produce a graphics primitive 
including multiple vertices; 

con?guring a second set of the processing units Within the 
graphics processor to execute a tessellation evaluation 
shader to each process one of the multiple vertices; and 

executing the tessellation control shader and the tessella 
tion evaluation shader to tessellate the surface patches in 
a single pass through the ?rst set of processing units and 
the second set of processing units to produce processed 
vertices. 

2. The method of claim 1, further comprising the step of 
distributing the multiple vertices output by the ?rst set of the 
processing units to inputs of the second set of the processing 
units. 

3. The method of claim 2, Wherein the step of distributing 
comprises routing indices corresponding to a location storing 
each of the multiple vertices from the ?rst set of the process 
ing units to inputs of the second set of the processing units. 

4. The method of claim 1, Wherein the tessellation control 
shader is executed once for each one of the surface patches to 
compute level of detail parameters for the one surface patch. 

5. The method of claim 1, Wherein the tessellation evalua 
tion shader is executed once for each one of the multiple 
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vertices to compute a ?nal position and attributes of the one 
vertex. 

6. The method of claim 1, Wherein the number of process 
ing units in the ?rst set of the processing units is greater than 
the number of processing units in the second set of the pro 
cessing units. 

7. The method of claim 1, Wherein the number of process 
ing units in the ?rst set of the processing units is less than the 
number of processing units in the second set of the processing 
units. 

8. The method of claim 1, Wherein the number of process 
ing units in the ?rst set of the processing units equals the 
number of processing units in the second set of the processing 
units. 

9. The method of claim 1, Wherein each one of the process 
ing units executes the tessellation control shader or the tes 
sellation evaluation shader independent of the other process 
ing units. 

10. The method of claim 1, Wherein the graphics primitive 
is a cubic patch speci?ed by ten vertices. 

11. A system for performing tessellation in a single pass, 
comprising: 

a graphics processor including: 
a ?rst set of processing units that are con?gured to execute 

a tessellation control shader to process surface patches 
and produce a graphics primitive including multiple ver 
tices; 

a second set of the processing units con?gured to execute a 
tessellation evaluation shader to each process one of the 
multiple vertices; and 

a crossbar interconnect coupled to the ?rst set of process 
ing units and the second set of processing units and 
con?gured to provide the multiple vertices output by the 
?rst set of processing units to inputs of the second set of 
the processing units. 

12. The system of claim 1 1, Wherein the tes sellation control 
shader is executed once for each one of the surface patches to 
compute level of detail parameters for the one surface patch. 

13. The system of claim 11, Wherein the tessellation evalu 
ation shader is executed once for each one of the multiple 
vertices to compute a ?nal position and attributes of the one 
vertex. 

14. The system of claim 11, Wherein the processing units 
are con?gured to execute the tessellation control shader and 
the tessellation evaluation shader to tessellate the surface 
patches in a single pass. 

15. The system of claim 11, Wherein the number of pro 
cessing units in the ?rst set of the processing units is greater 
than the number of processing units in the second set of the 
processing units. 

16. The system of claim 11, Wherein the number of pro 
cessing units in the ?rst set of the processing units is less than 
the number of processing units in the second set of the pro 
cessing units. 

17. The system of claim 11, Wherein the number of pro 
cessing units in the ?rst set of the processing units equals the 
number of processing units in the second set of the processing 
units. 

18. The system of claim 11, Wherein each one of the pro 
cessing units executes the tessellation control shader or the 
tessellation evaluation shader independent of the other pro 
cessing units. 

19. The system of claim 11, Wherein the graphics primitive 
is a cubic patch speci?ed by ten vertices. 

20. The system of claim 11, Wherein the crossbar intercon 
nect is con?gured to route indices corresponding to locations 
of the multiple vertices in a cache to provide the multiple 
vertices output by the ?rst set of processing units to inputs of 
the second set of the processing units. 

* * * * * 
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