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(57) ABSTRACT

An 1maging analysis apparatus includes: an information
processing module, used to receive position and depth
information of an imaging lens group and/or 1maging
receiver relative to an object, obtain an 1maging parameter
corresponding to the imaging lens group according to the
position and depth information, and send the obtained 1imag-
ing parameter. An imaging lens group, used to 1mage an
object, can include subregions having adjustable 1imaging
characteristics; and a lens adjustment module, used to
receive the 1maging parameter of the imaging lens group,
determine a subregion corresponding to the imaging param-
eter, and adjust the 1imaging characteristic of the subregion.
An object can be 1imaged by using an 1maging lens 1n which
each subregion has adjustable 1imaging parameters, thereby
(Continued)
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adjusting and correcting a perspective deformation that
occurs on the object, and preventing a perspective deforma-
tion from occurring on an 1mage of the object acquired by a
user.
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------------------------------------------------------------------------------------------------------------------------------------------------------------

- Obtain position and depth information of the object relative = S121

to the timaging lens group according to the position and depth

information of the imaging lens group and/or imaging
recetver relative to the object

------------------------------------------------------------------------------------------------------------------------------------------------------------

e 8 e .

Determine the imaging parameter of the imaging lens group S122

according to the position and depth information of the object ,
relative to the tmaging lens group =
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Receive an imaging parameter of an imaging lens group @ S210
~output from an imaging analysis method, where the imaging f’ s
lens group is used to image an object and includes a plurality
 of subregions having adjustable imaging characteristics |
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Determine a subregion corresponding to the imaging
parameter and adjust the imaging characteristic of the g
subregion ’
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IMAGING ADJUSTMENT DEVICE AND
IMAGING ADJUSTMENT METHOD

RELATED APPLICATIONS

The present application 1s a U.S. National Stage filing
under 35 U.S.C. § 371 of International Patent Cooperation
treaty (PCT) application No. PCT/CN2013/088540, filed
Dec. 4, 2013, and entitled “IMAGING ADJUSTMENT
DEVICE AND IMAGING ADJUSTMENT METHOD,”
which claims priority to Chinese Patent Application No.

201310265538.0, filed with the Chinese Patent Office on
Jun. 28, 2013 and entitled “IMAGING ADJUSTMENT
DEVICE AND METHOD”, which applications are hereby

incorporated herein by reference in their respective entire-
ties.

TECHNICAL FIELD

The subject application relates to the field of 1imaging
technologies, and more particularly to an 1maging adjust-
ment device and method.

BACKGROUND

A Galilean telescope can form an upright virtual image
1030a of an observed object 1030 and change an included
angle from the virtual 1image to eyes by using a convex lens
1010 and a concave lens 1020, so as to achieve a visual
elfect of drawing near or pushing away the observed object
along an optical axis 1040. The magnmfication factor can be
changed and focusing can be implemented by adjusting
focal lengths of the two lenses and a distance between the
lenses, as shown 1n FIG. 17a to FIG. 17¢.

A lens with a fixed focal length has found wide applica-
tions 1n optical devices such as glasses, telescopes, cameras,
and microscopes, and by combining lenses of different focal
lengths and adjusting a distance between the lenses, a focal
length can be dynamically adjusted for a lens group. In
addition, for new-type lenses with an electronically adjust-
able focal length, the focal length of a single lens can also
be dynamically adjusted.

Wearable devices such as Google glass and smartwatches
are gradually accepted by people, and these electronic smart
devices will make people’s life more and more convenient.

When a user watches or records an 1mage of an object, a
perspective deformation may occur on a received image of
the object relative to an original image of the object 1n a case
where the user 1s not right in front of the object. If the
foregoing perspective deformation can be directly adjusted
during 1maging through imaging lenses, an 1mage with no
perspective deformation or a slight degree of perspective
deformation of an object can be directly obtained, thereby
greatly improving user experience.

SUMMARY

A technical problem to be solved by the subject applica-
tion 1s to provide an 1imaging adjustment device and method,
so as to solve or mitigate the problem of a perspective
deformation for an object during 1maging.

In a first aspect, the subject application provides an
imaging analysis apparatus, which includes:

an 1mnformation processing module, used to receive posi-
tion and depth information of an 1imaging lens group and/or
imaging receiver relative to an object, obtain an 1maging

10

15

20

25

30

35

40

45

50

55

60

65

2

parameter corresponding to the imaging lens group accord-
ing to the position and depth information, and send the
obtained 1imaging parameter.

In a second aspect, the subject application provides an
imaging apparatus, which includes:

an 1maging lens group, used to image an object, and
including a plurality of subregions with at least one adjust-
able 1maging characteristic; and

a lens adjustment module, used to receive an imaging
parameter of an 1maging lens group output by an 1maging
analysis apparatus, determine a subregion corresponding to
the imaging parameter, and adjust the imaging characteristic
of the subregion.

In a third aspect, the subject application provides an
imaging adjustment device, which includes the foregoing
imaging analysis apparatus and imaging apparatus.

In a fourth aspect, the subject application provides an
imaging analysis method, which includes:

receiving position and depth information of an 1imaging
lens group and/or 1maging receiver relative to an object;

obtaining an 1maging parameter corresponding to the
imaging lens group according to the position and depth
information; and

sending the obtained 1maging parameter.

In a fifth aspect, the subject application provides an
imaging method, which includes:

receiving at least one 1maging parameter of an 1maging
lens group output from an 1imaging analysis method, where
the 1maging lens group 1s used to 1mage an object, and
includes a plurality of subregions with at least one adjustable
imaging characteristic; and

determining a subregion corresponding to the imaging
parameter and adjusting the imaging characteristic of the
subregion.

In a sixth aspect, the subject application provides an
imaging adjustment method, which includes the foregoing
imaging analysis method and 1imaging method.

In technical solutions of the embodiments of the subject
application, an object 1s 1maged by using an 1imaging lens in
which each subregion has adjustable imaging parameters, so
as to adjust the imaging parameters for each subregion
separately, thereby adjusting and correcting a perspective
deformation that occurs on the object, preventing a perspec-
tive deformation from occurring on an image of the object
acquired by a user, and improving user experience. The
subject application 1s particularly applicable to a case where
a plurality of users watches a program on a screen at
positions with undesirable angles. In addition, through the
method and apparatus of embodiments of the subject appli-
cation, the 1maging parameters of each subregion may be

further adjusted to mitigate a refractive error problem of a
user’s eyes.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure will become more fully understood
from the detailed description given herein below for 1llus-
tration only, and thus are not limitative of the present
disclosure, and wherein:

FIG. 1 1s a schematic view of an application of an imaging
analysis apparatus according to an embodiment of the sub-
ject application;

FIG. 2 1s a schematic structural block diagram of an
imaging analysis apparatus according to an embodiment of
the subject application;
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FIG. 3 1s a schematic view of a picture of an 1imaging
receiver and an 1maging apparatus obtained by an imaging

analysis apparatus according to an embodiment of the sub-
ject application;

FIG. 4 1s a schematic structural block diagram of an
information processing module according to an embodiment
of the subject application;

FIG. 5 1s a schematic view of a depth view of a screen that
should be obtained at the side of glasses obtained by an
imaging analysis apparatus according to an embodiment of
the subject application;

FIG. 6 1s a schematic flow chart of an 1maging analysis
method according to an embodiment of the subject applica-
tion;

FIG. 7 1s a schematic flow chart of steps of an 1imaging
analysis method according to an embodiment of the subject
application;

FIG. 8 1s a structural block diagram of an information
processing module 1n another imaging analysis apparatus
according to an embodiment of the subject application;

FIG. 9a 1s a schematic structural block diagram of an
imaging apparatus according to an embodiment of the
subject application;

FI1G. 95 1s a schematic structural block diagram of another
imaging apparatus according to an embodiment of the
subject application;

FIG. 10 1s a schematic structural view of an imaging
apparatus according to an embodiment of the subject appli-
cation;

FIG. 11 1s a schematic view of distribution of subregions
of an 1maging lens group 1n an 1maging apparatus according
to an embodiment of the subject application;

FIG. 12 1s a schematic tlow chart of an imaging method
according to an embodiment of the subject application;

FIG. 13 1s a schematic view of an imaging adjustment
method according to an embodiment of the subject applica-
tion;

FIG. 14 1s a schematic view of an imaging apparatus and
an 1maging receiver acquired at the side of the object
according to an embodiment of the subject application;

FIG. 15 1s a schematic view of the projection of a screen
on an 1imaging lens group obtained according to an embodi-
ment of the subject application;

FIG. 16 1s a schematic view of obtaining an imaging
parameter according to the positions of an object, an 1mag-
ing lens group, and an 1maging receiver according to an
embodiment of the subject application; and

FIG. 17a-FIG. 17¢ are schematic views of 1maging an
object using a lens group in the prior art.

DETAILED DESCRIPTION

The method and apparatus of the subject application are
1llustrated below 1n detail with reference to the accompany-
ing drawings and embodiments.

An embodiment of the subject application provides an
imaging analysis apparatus 110, which includes:

an 1nformation processing module 111, used to receive
position and depth information of an 1maging lens group
and/or 1maging receiver relative to an object, obtain an
imaging parameter corresponding to the imaging lens group
according to the position and depth information, and send
the obtained 1imaging parameter.

In an implementation manner of an embodiment of the
subject application, the imaging parameter corresponding to
the 1maging lens group may be, for example, an 1imaging
parameter of each part 1n a projection region of an object on
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4

the 1maging lens group obtained according to geometrical
optics and a triangular relationship.

In an implementation manner of an embodiment of the
subject application, the position and depth information of
the 1imaging lens group and/or 1imaging receiver 1s acquired
at the side of the object, the corresponding 1maging param-
eter on the 1maging lens group 1s obtained according to the
information, and the obtained 1maging parameter 1s sent to
the 1maging device, so that the imaging device adjusts the
imaging parameter at a corresponding position on the 1imag-
ing lens group, so as to correct imaging where a perspective
deformation occurs because of not being right in front of the
object, so that a user obtains 1imaging of the object after
correction, thereby improving user experience.

As shown 1n FIG. 1, 1n a possible implementation manner
of an embodiment of the subject application, the 1maging
receiver 200 1s a user’s eyes, and the imaging lens group 121
1s glasses (here, except common glasses, the glasses may
also be optical devices such as goggles and windshields).
Definitely, a person skilled 1n the art shall know that 1n other
implementation manners of an embodiment of the subject
application, the imaging receiver may further be an 1maging
recording device such as a video recorder and a camera, and
the imaging lens group 1s the glass on the lens of the imaging
recording device.

In a possible implementation manner of an embodiment
of the subject application, the object 300 1s a screen of a
display device such as a computer, a television, and a
projector. Definitely, 1n other implementation manners of an
embodiment of the subject application, the object may
further be other objects.

In a possible implementation manner of an embodiment
of the subject application, the information processing mod-
ule 111 1s disposed at the same side as the 1imaging apparatus
120, for example, a processing module disposed on the
glasses. In other possible implementation manners of an
embodiment of the subject application, the information
processing module 111 may further be disposed at the side
of the object 300, for example, disposed at the side of the
screen (for example, may be directly inserted in a display
device or 1s disposed near a display device as an external
device); or may further be disposed at other positions, for
example, disposed 1n a computer device.

In a possible implementation manner of an embodiment
of the subject application, as shown in FIG. 1 and FIG. 2, the
apparatus further includes a position sensing module 112,
used to acquire position and depth information of the
imaging lens group 121 and/or imaging receiver 200 relative
to the object 300, and send the position and depth informa-
tion to the information processing module 111.

In this implementation manner, preferably, the position
sensing module 112 1s a depth sensor, and 1s used to acquire
the position and depth information of the 1imaging lens group
121 and/or 1imaging receiver 200 at the side of the object. In
this embodiment, the depth sensor may be a depth view of
glasses acquired at the side of the screen, a depth view of a
human’s eyes or a depth view of glasses and a human’s eyes,
and the depth view includes position and depth information.

In other possible implementation manners of embodi-
ments of the subject application, the position sensing mod-
ule may be, for example: an optical sensor (for example, a
camera), and 1s used to acquire 1mage information of the
imaging lens group and/or imaging receiver at the side of the
object. For example, the image of glasses, the 1mage of a
human’s eyes, or the 1image of glasses and a human’s eyes
are acquired at the side of the screen (as shown in FIG. 3).
The position and depth information of each corresponding
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point on the 1mage can be derived from the deformed 1image
and known 1mage shape information. For example, a normal
pupillary distance value between a human’s left and right
eyes 1s known, and the position and depth information
corresponding to each point on the image can be obtained
through obtaining the pupillary distance value on the
deformed 1mage.

In other possible implementation manners of an embodi-
ment of the subject application, the position and depth
information of the imaging lens group 121 and/or 1maging
receiver 200 relative to the object received by the informa-
tion processing module 111 comes from an internal or
external position sensing module 112 of the display device,
for example, an internal camera on the display device, or
may further be, for example, a gaming device peripheral
Kinect that has the functions such as real-time dynamic
capturing and 1mage recognition, that 1s, the 1maging analy-
s1s apparatus may not include the position sensing module
112.

As shown 1n FIG. 4, preferably, 1n a possible implemen-
tation manner of an embodiment of the subject application,
the information processing module 111 includes:

a position and depth information calculation unit 111a,
used to obtain the position and depth information of the
object 300 relative to the imaging lens group 121 according
to the position and depth information of the imaging lens
group 121 and/or imaging receiver 200 relative to the object
300; and

a correction unmit 1115, used to determine an i1maging
parameter of the imaging lens group 121 according to the
position and depth information of the object 300 relative to
the 1maging lens group 121.

For example, 1n this implementation manner, the position
and depth information calculation unit calculates a depth
view 300a of the screen that should be obtained at the side
of the glasses according to the depth view of the glasses
and/or human’s eyes obtained by the depth sensor (as shown
in FIG. 5).

In other implementation manners of an embodiment of the
subject application, when the position sensing module 112 1s
an optical sensor, the position and depth information of the
glasses and/or human’s eyes relative to the screen can be
derived according to the acquired image of the glasses
and/or human’s eyes, and the position and depth information
of the screen relative to the glasses can be calculated.

In this implementation manner, the 1maging parameter of
the corresponding region on the imaging lens group 121 can
be determined through the position and depth information of
the object 300 relative to the imaging lens group 121. For
example, the position and depth information of a point on
the screen relative to the glasses lens 1s known, the position
of the expected virtual image of the screen can be obtained
according to the position and depth information, and also the
distance between glasses and eyes can be obtained through
measurement or estimation, so that the imaging parameter of
the region corresponding to the object 300 of the imaging
lens group 121 can be calculated according to geometrical
optics.

Because the imaging receiver 200 may be a human’s eyes,
and a human’s eyes may have a refractive error problem
such as hyperopia, myopia and/or astigmatism, in a possible
implementation manner of an embodiment of the subject
application, as shown in FIG. 4, the information processing
module 111 turther includes:

a refractive correction unit 111¢, used to, when the
imaging receiver 200 has a refractive error, generate an
imaging parameter of the imaging lens group 121 corre-
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sponding to the refractive error. The refractive correction
unit 111¢ can mitigate or solve the refractive error problem.
In this embodiment, for example, the most suitable 1imaging
parameter can be found through the interaction with a user;
or the corresponding 1maging parameter can further be
obtained by obtaining the refractive error information of the
imaging receiver 200 known by the user.

In a possible implementation manner of an embodiment
of the subject application, the refractive correction unit 111c¢
can receive the refractive error information of the 1maging
receiver 200 sent from the side of the 1maging apparatus 120
to determine whether a refractive error occurs on the 1mag-
ing receiver 200.

FIG. 6 shows an imaging analysis method according to an
embodiment of the subject application, which includes:

S110: Receive position and depth information of an
imaging lens group and/or imaging receiver relative to an
object.

S120: Obtain an 1imaging parameter corresponding to the
imaging lens group according to the position and depth
information.

S130: Send the obtained 1imaging parameter.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the position and
depth information of the imaging lens group and/or 1maging
receiver relative to the object may be: the position and depth
information of the imaging lens group and/or 1maging
receiver acquired at the side of the object.

Preferably, in another possible implementation manner of
an embodiment of the subject application, the position and
depth information of the 1imaging lens group and/or imaging
receiver relative to the object 1s: 1image information of the
imaging lens group and/or 1maging receiver acquired at the
side of the object.

Preferably, in a possible implementation manner of an
embodiment of the subject application, as shown 1 FIG. 7,
the obtaining an 1maging parameter corresponding to the
imaging lens group according to the position and depth
information includes:

S121: Obtain position and depth information of the object
relative to the imaging lens group according to the position
and depth information of the imaging lens group and/or
imaging receiver relative to the object.

S122: Determine the imaging parameter of the imaging
lens group according to the position and depth information
of the object relative to the 1imaging lens group.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the method further
includes:

recewving refractive error information of the imaging
recelver; and

when a refractive error occurs on the imaging receiver,
generating the imaging parameter of the imaging lens group
corresponding to the refractive error.

The specific implementation manner of the steps of the
method 1n this embodiment can be obtained according to the
foregoing embodiment of the 1imaging analysis apparatus,
which 1s no longer elaborated here.

FIG. 8 shows a schematic structural view of yet another
information processing module 800 provided by an embodi-
ment of the subject application. The specific embodiment of
the subject application does not limit the specific implemen-
tation of the information processing module 800. As shown
in FIG. 8, the information processing module 800 may
include:

a processor 810, a communications interface 820, a
memory 830, and a communications bus 840.
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The communications among the processor 810, the com-
munications interface 820, and the memory 830 are accom-
plished through the communications bus 840.

The communications interface 820 1s used to perform
network element communications.

The processor 810 1s used to execute a program 832, and
specifically can execute relevant steps 1n the method
embodiment shown 1n FIG. 7.

Specifically, the program 832 may include a program
code, and the program code includes a computer operation
instruction.

The processor 810 may be a central processing unit
(CPU), or an application specific integrated circuit (ASIC),
or one or more 1ntegrated circuits configured to implement
an embodiment of the subject application.

The memory 830 i1s used to store the program 832. The
memory 830 may contain a high-speed random access
memory (RAM) memory, or may also further include a
non-volatile memory, for example, at least one disk memory.
The program 832 can specifically enable the information
processing module to execute the following steps:

obtaining the position and depth information of the object
relative to the imaging lens group according to the position
and depth information of the imaging lens group and/or
imaging receiver relative to the object; and

determining the 1maging parameter of the imaging lens
group according to the position and depth information of the
object relative to the 1imaging lens group.

The specific implementation of the steps in the program
832 can be referred to the corresponding description of
corresponding steps and units 1n embodiments, which 1s no
longer elaborated here. A person skilled in the art shall
clearly understand that for convenience and simplicity of
description, the specific work process of devices and mod-
ules described above can be referred to the description of the
corresponding process in the foregoing apparatus embodi-
ments, which 1s no longer elaborated here.

FIG. 9a shows an imaging apparatus 120 disclosed in a
possible implementation manner of an embodiment of the
subject application, which includes an 1imaging lens group
121 and a lens adjustment module 122.

The 1maging lens group 121 1s used to 1image an object
and includes a plurality of subregions 121¢ having adjust-
able 1maging characteristics. Here, the plurality of subre-
gions 121¢ having adjustable i1maging characteristics may be
subregions physically independent from each other, or may
also be subregions obtained by logically dividing a part that
1s practically a whole physically.

The lens adjustment module 122 1s used to receive an
imaging parameter of the imaging lens group 121 output by
the 1maging analysis apparatus 110, determine a subregion
121c corresponding to the imaging parameter, and adjust the
imaging characteristic of the subregion 121c.

In a possible implementation manner of an embodiment
of the subject application, the 1imaging lens group includes
at least two lenses, and a part corresponding to each subre-
gion of the at least one lens of the at least two lenses has an
adjustable 1maging characteristic, respectively.

In this embodiment, the following illustration mainly uses
an example that the imaging adjustment apparatus 121 1is
glasses.

As shown 1n FIG. 10, 1n this embodiment, the imaging
lens group 121 includes a first lens 121a near an object and
a second lens 1215 far from the object, and a part corre-
sponding to each subregion 121¢ of the first lens 121a and
the second lens 12256 has an adjustable imaging character-
1stic.
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In a possible implementation manner of an embodiment
of the subject application, the imaging characteristic
includes: a focal length. In this embodiment, the adjustment
to the focal length of each subregion 121¢ may be: 1) The
focal length of the subregion 121c¢ 1s adjusted through
adjusting the curvature of at least one surface of each
subregion 121c¢; for example, the curvature of the subregion
121c¢ 1s adjusted by increasing or reducing a liquid medium
in a cavity formed by double transparent layers, and in this
case, the i1maging correction information may be, for
example: reducing or increasing the liguid medium of a part
corresponding to the subregion 121¢ by a value. 2) The focal
length of a subregion 121c¢ 1s adjusted through changing the
refractive index of the subregion 121c¢; for example, a
specific liquid crystal medium 1s filled in each subregion,
and the arrangement manner of the liquid crystal medium 1s
adjusted through adjusting the voltage of a corresponding
clectrode of the liquid crystal medium, so as to change the
refractive index of the subregion 121¢; and 1n this case, the
imaging correction information may be, for example:
increasing or reducing the voltage of an electrode of a part
ol a corresponding to the subregion 121¢ by a value.

In a possible implementation manner of an embodiment
of the subject application, except the focal length, the
imaging characteristic further includes: the relative positions
of lenses. Here, the relative positions of lenses can be
changed through adjusting a relative distance between lenses
along an optical axis direction, and/or relative positions
along a vertical optical axis direction, and/or a relative
rotational angle about an optical axis. Definitely, 1t 1s also
possible that only relative positions of parts corresponding
to some subregions 121¢ on a lens are changed, and other
parts are not changed.

In a possible implementation manner of an embodiment
of the subject application, to correct the eyesight for a user
that has a problem such as astigmatism and strabismus, the
surface of the corresponding subregion 121c¢ of the lens can
be further adjusted to a cylindrical surface to correct the
astigmatism. For a strabismal user, the surface of the cor-

responding subregion 121c¢ of the lens can be adjusted to the
prismatic surface to correct strabismus.

Preferably, as shown in FIG. 10, the first lens 121a of the
imaging lens group 1s set to be that the curvature of a side
facing the object 300 1s adjustable, and the second lens 1225
1s set to be that the curvature of a side facing the user’s eyes
1s adjustable, and the positions of the first lens 121a and the
second lens 1215 are fixedly set, so that the wearable device
has a simple structure and 1s light and portable.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the plurality of
subregions 121¢ having adjustable i1maging characteristics 1s
distributed 1n an array. Preferably, the imaging plane of the
imaging lens group 1s divided 1n a mesh form to obtain the
plurality of subregions 121c¢. The plurality of subregions
121¢c may have a same size, or may also be different 1n size.
Generally speaking, when the subregions 121¢ are divided
smaller, the precision of adjustment 1s higher.

As shown by the imaging lens group 121 on the left side
of the imaging apparatus 120 i FIG. 11, in a possible
implementation manner of an embodiment of the subject
application, the plurality of subregions 121¢ having adjust-
able 1maging characteristics 1s distributed 1n a rectangular
array. In this embodiment, the subregions 121¢ have the
same size and are arranged 1n aligned rows and columns. In
other embodiments, the subregions 121c¢ may also be
arranged 1n staggered rows and columns.
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As shown by the imaging lens group 121 on the right side
of the imaging apparatus 120 in FIG. 11, the plurality of
subregions 121¢ having adjustable imaging characteristics 1s
distributed 1n a radially concentric (formed by several con-
centric circles 1214 and several radial lines 121e connecting
adjacent concentric circles 1214 1n a radial direction) array.
In this embodiment, the radial lines 121 of the radial
concentric circles are arranged in an aligned manner. In
other embodiments, radial lines 121e between every two
adjacent concentric circles 1214 may also be arranged 1n a
nonaligned manner.

In FIG. 11 of this implementation manner, for the need of
description, the 1maging lens groups 121 of two different
kinds of distribution of subregions are placed in one same
pair of glasses. In a practical application, a pair of glasses
usually has the same or similar distribution of subregions
121c¢ for the left and right imaging lens groups 121.

Definitely, a person skilled 1n the art shall understand that
in addition to the foregoing rectangular array and radially
concentric array, the subregions 121¢ may further be dis-
tributed 1n another type of array or not in an array.

In this embodiment, during the determination of a subre-
gion 121¢ corresponding to the imaging parameter, the
subregion 121¢ corresponding to the projection can be
obtained according to the position of the projection of the
object on the imaging lens group 121, and according to
different distribution of subregions 121¢, one same projec-
tion may correspond to different subregions 121c. For
example, when one same projection corresponds to the
imaging lens groups 121 at the left side and at the right side
of the imaging apparatus 120 shown in FIG. 11, respectively,
and the obtained corresponding subregions 121c¢ are not
same.

In this embodiment, through the adjusted imaging lens
group 121, a user can obtain the adjusted 1mage of the object
(30056 shown 1n FIG. 1), thereby correcting the perspective
deformation of the object.

As shown 1 FIG. 9b, in a possible implementation
manner of an embodiment of the subject application, the
imaging apparatus 120 further includes:

a refractive error detection module 123, used to detect
whether a refractive error occurs on the imaging receiver
200, and when a refractive error occurs, generate refractive
error information of the imaging receiver 200, and send the
refractive error information to the imaging analysis appara-
tus 110.

In this embodiment, the lens adjustment module 122
adjusts the 1maging characteristic of the imaging lens group
121 according to the 1maging parameter of the imaging lens
group 121 corresponding to the refractive error and returned
by the 1maging analysis apparatus 110, so as to correct the
refractive error of the user’s eyes, thereby further improving
user experience.

FIG. 12 shows an imaging method disclosed 1n a possible
implementation manner of an embodiment of the subject
application, which includes:

S210: Recelve an imaging parameter of an imaging lens
group output from an 1maging analysis method, where the
imaging lens group 1s used to 1mage an object and includes
a plurality of subregions having adjustable imaging charac-
teristics.

S220: Determine a subregion corresponding to the imag-
ing parameter and adjust the 1maging characteristic of the
subregion.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the imaging lens
group 1ncludes at least two lenses, and a part corresponding
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to each subregion of the at least one lens of the at least two
lenses has an adjustable 1imaging characteristic, respectively.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the imaging charac-
teristic includes: a focal length.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the 1maging charac-
teristic further includes: relative positions of lenses.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the plurality of
subregions having adjustable imaging characteristics 1s dis-
tributed 1n an array.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the plurality of
subregions having adjustable imaging characteristics 1s dis-
tributed 1n a rectangular array.

Preferably, 1in another possible implementation manner of
an embodiment of the subject application, the plurality of
subregions having adjustable imaging characteristics 1s dis-
tributed 1n a radially concentric array.

Preferably, in a possible implementation manner of an
embodiment of the subject application, the method further
includes:

a detecting whether a refractive error occurs on the
imaging receiver, and when a refractive error occurs, gen-
erating refractive error information of the imaging receiver
and sending the refractive error information.

The specific implementation manner of the steps in the
method 1n this embodiment can be obtained according to the
embodiment of the imaging apparatus, which i1s no longer
elaborated here.

A possible implementation manner of an embodiment of
the subject application provides an 1maging adjustment
device, which includes the imaging analysis apparatus and
the 1maging apparatus recorded above.

In a possible implementation manner of an embodiment
of the subject application, the 1maging analysis apparatus
and the 1maging apparatus are integrated, for example, are
both a part of the glass device.

In another possible implementation manner of an embodi-
ment of the subject application, one i1maging adjustment
device may include one imaging analysis apparatus and a
plurality of imaging apparatuses. That 1s, for example, when
a plurality of 1maging receivers watches an object at the
same time (for example, a plurality of persons watches a
screen at the same time), one 1maging analysis apparatus
acquires depth views or 1images of a plurality of 1maging
receivers and/or 1maging apparatuses, so as to obtain posi-
tion and depth information of each 1imaging receiver and/or
imaging apparatus relative to the object. Next, the informa-
tion processing module processes the position and depth
information, respectively, so as to obtain the imaging param-
eter of the 1maging lens group corresponding to each piece
of position and depth information, and send the imaging
parameter to the corresponding imaging apparatus (the
imaging parameter may be sent 1in a one-to-one correspond-
ing manner, or the 1maging parameters of all imaging lens
groups are sent together and then the corresponding 1maging
parameter 1s recognized at the side of the imaging appara-
tus). The 1maging apparatus then adjusts the 1maging lens

group according to the corresponding imaging parameter, so
as to enable a plurality of 1imaging receivers to obtain an
image ol an object without a deformation or with a slight
deformation at a different watching angle.
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The specific structures of the imaging analysis apparatus
and the 1imaging apparatus are referred to the description of
the foregoing apparatus embodiment, respectively, which 1s
no longer described here.

A possible implementation manner of an embodiment of
the subject application provides an imaging adjustment
method, which includes the foregoing imaging analysis
method and 1maging method, and 1s specifically:

receiving position and depth information of an 1maging
lens group and/or 1maging receiver relative to an object;

obtaining an i1maging parameter corresponding to the
imaging lens group according to the position and depth
information; and

determining a subregion corresponding to the imaging
parameter and adjusting the imaging characteristic of the
subregion.

The specific implementation manner of the steps can be
referred to the description 1n the foregoing method embodi-
ment, respectively, which 1s no longer described here.

A person skilled in the art may understand that 1n the
method of the specific implementation manner of the subject
application, the sequence numbers of the steps do not mean
a specific execution sequence, and the execution sequence of
the steps should be determined based on the functions and
internal logic thereot, rather to constitute any limitation on
the implementation process of the specific implementation
manner of the subject application.

As shown 1n FIG. 13, the implementation manners of the
apparatus and method embodiments of the subject applica-
tion are further illustrated below by using an example in
which a user watches a screen 620 through an intelligent
glass device 610 (that 1s, the 1maging receiver 1s a viewer’s
eyes, the imaging adjustment device 1s an intelligent glass
device 610, and the object 1s a screen 620 of the display
1mage) as an example:

When the watching position of a viewer 1s not right in
front, the offset position and distance of the viewer can be
obtained with the depth or image sensor and through param-
eters such as a known screen size, the position of the depth
or 1mage sensor, the focal length, and pixels (belonging to
the prior art, which 1s no longer elaborated in this embodi-
ment). FIG. 14 shows a schematic view of a viewer wearing
the intelligent glass device 610 captured 1n real time by the
depth or image sensor located on the screen 620. In FIG. 13
and FIG. 14, X, 1s the distance from the viewer’s left eye
700 to the center o of the screen, and the distance D, from
the left eye 700 to the screen can be obtained through the
conversion of the depth view, or can be obtained through
conversion of a known pupillary distance or the calculation
of triangle geometry by adopting an 1mage sensor such as a
monocular or binocular camera.

A corresponding deformation of the screen and a projec-
tion 622 of a display region 621 of a deformed screen 620
on the lens of the intelligent glass device 610 corresponding
to the viewer’s left eye 700 can be obtained through calcu-
lation of triangle geometry according to the position of the
viewer (the distance X, from the viewer’s left eye to the
center o of the screen and the distance D, from the lelt eye
to the screen 620), as shown in FIG. 15.

In FIG. 15, a point a and a point b on the intelligent glass
device 610 are intersections between connecting lines of a
point A and a point B on the screen 620 and the eyes and the
imaging lens group 611 on the left side of the intelligent
glass device 610 (that 1s, the left lens), respectively. Next, a
required correction parameter 1s calculated for subregions
611a covered by the projection 622, respectively. In the end,
the calculation result 1s spread to the entire lens through a
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classic extrapolation algorithm to achieve a smooth transi-
tion effect. A similar method can be used for the 1maging
lens group 612 on the right side of the itelligent glass
device 610 (that 1s, the right lens) to obtain a corresponding
correction parameter. If the degree of correction 1s large, a
parameter such as an optical axis 650 of a lens of each
subregion of the two lenses further needs to be adjusted to
keep the parallax of the left eye and right eye unchanged
before and after correction.

As shown 1n FIG. 16, because the depth from each point
on the screen 620 to the intelligent glass device 610 can be
obtained through the above calculation and analysis, the
correction target function for a random subregion of the
imaging lens group covered by the projection can be
obtained:

(1)

where h, and h_ are the sizes of a virtual image 630 and a
practical object 640 (the screen in this implementation
manner), respectively, d, 1s the distance of the virtual image,
d, .. and d, .., are the longest and shortest distances 1n the
depth view of the practical object, for example, the depth of
the point A and the point B 1n FIG. 15, s 1s the distance
between the first lens 661 near the practical object 640 and
the second lens 662 near the viewer’s eyes 1n the subregion.

Formula (2) can be obtained by combining the lens

imaging formula 1n the classic optical theory:

1, 1. 1 (2)
A d  fo
I 11

4574~ %

he d, do—s

k4 4

where d, 1s the distance from the real image 670 to the first
lens 661 (1n FIG. 16, h, 1s the size of the real image 670), d_

1s the distance between the practical object 640 and the first
lens 661, and 1, and {_ are the values of focal lengths of the
second lens 662 and the first lens 661, respectively.

Because the distance s between the second lens 662 and
the first lens 661 of the subregion may be obtained according
to the mechanical structure of glasses, the correction 1nfor-
mation generation unit can eventually perform calculation
according to formulas (1) and (2) to obtain the imaging
parameter of the imaging lens group aiter the correction for
the subregion, that 1s, the values of the focal lengths of the
second lens 662 and the first lens 661 are {, and 1_:

( s-d, (3)
<fo— A
f _S-d;
T Ad

where Ad=d_-(d,-s) 1s the distance between the practical
object 640 and the corresponding virtual image 630, and d,
can be obtained through calculation based on formula (1)
and 1s a constant for the entire screen.
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Therefore, by applying formula (3) on each subregion, the
values of the focal lengths of the second lens 662 and the
first lens 661 can be calculated. The lens adjustment module
then adjusts the focal lengths of corresponding subregions of
the first lens 661 and the second lens 662, so as to correct the
deformation problem of the screen.

FIG. 16 only shows the correction of a deformation 1n the
height direction for the object. The deformation of the object
in the width direction can also be corrected through the
foregoing formula.

In conclusion, a method and apparatus of the subject
application can correct an 1mage deformation problem
because of being not right in front of an object, thereby
Improving user experience.

Persons of ordinary skill 1in the art may further appreciate
that, in combination with the examples described 1in embodi-
ments herein, units and algorithm steps may be implemented
by electronic hardware or a combination of computer soft-
ware and electronic hardware. Whether these functions are
performed using hardware or software depends on particular
applications and design constraints of technical solutions. A
person skilled in the art may use different methods to
implement the described functions for each specific appli-
cation. However, such implementation should not be con-
sidered as beyond the scope of the subject application.

If implemented 1n the form of software functional units
and sold or used as an independent product, the functions
may also be stored 1n a computer readable storage medium.
Based on this, a technical solution or the part that makes
contributions to the prior art can be substantially embodied
in the form of a software product. The computer software
product may be stored 1in a storage medium and contain
several 1nstructions to instruct computer equipment (for
example, a personal computer, a server, or network equip-
ment) to perform all or a part of the steps of the method
described in embodiments of the subject application. The
storage medium may be any medium that 1s capable of
storing program codes, such as a universal serial bus (USB)
flash drive, a removable hard disk, a read-only memory
(ROM), a RAM, a magnetic disk or an optical disk.

The above implementation manners are merely provided
for describing the subject application, but not intended to
limit the subject application. It should be understood by
persons of ordinary skill 1n the art that various changes and
variations can be made without departing from the spirit and
scope of the subject application as defined by the claims of
the subject application.

What 1s claimed 1s:

1. An apparatus, comprising:

a memory, coupled to a processor, used to store execut-

able modules, comprising:

an information processing module used to receive posi-

tion information and depth information of an imaging
lens group or an 1maging receiver relative to an object,
and obtain at least one 1maging parameter correspond-
ing to the 1imaging lens group according to the position
information and the depth information, wherein the
imaging lens group 1s used to image the object and
comprises a plurality of subregions with at least one
adjustable 1maging characteristic, and wherein a sub-
region of the plurality of subregions 1s a first subregion
of the imaging lens group physically independent from
a second subregion of the imaging lens group, or 1s a
third subregion determined by logically dividing the
imaging lens group; and

a transmission module used to initiate sending the at least

one 1maging parameter, wherein each 1imaging param-
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eter of the at least one 1imaging parameter corresponds
to a part 1n a projection region of the object on the
imaging lens group to correct a perspective deforma-
tion of the object.

2. The apparatus of claim 1, wherein the executable
modules further comprise:

a position sensing module used to acquire the position
information and the depth information of the 1imaging
lens group or the 1maging receiver relative to the object,
and send the position information and the depth infor-
mation to the mformation processing module.

3. The apparatus of claim 2, wherein the position sensing

module comprises:

a depth sensor used to acquire the position information
and the depth information of the imaging lens group or
the 1maging receiver at the side of the object.

4. The apparatus of claim 2, wherein the position sensing

module comprises:

an optical sensor used to acquire image information of the
imaging lens group or the imaging receiver at the side
of the object.

5. The apparatus of claam 1, wherein the information

processing module comprises:

a position and depth information calculation unit used to
obtain other position information and other depth infor-
mation of the object relative to the 1maging lens group
according to the position information and the depth
information of the imaging lens group or the 1imaging
receiver relative to the object.

6. The apparatus of claim 5, wherein the information

processing module comprises:

a correction unit used to determine the at least one
imaging parameter of the imaging lens group.

7. The apparatus of claam 1, wherein the information

processing module further comprises:

a refractive correction unit used to, 1 response to a
refractive error being determined to have occurred on
an 1maging receiver, generate the at least one 1maging
parameter of the imaging lens group corresponding to
the refractive error.

8. The apparatus of claim 7, wherein the refractive cor-
rection unit 1s further used to receive refractive error infor-
mation of the imaging receiver.

9. An apparatus, comprising:

an 1maging lens group used to image an object, and
comprising a plurality of subregions with at least one
adjustable 1maging characteristic, wherein the plurality
of subregions comprise first subregions of the imaging
lens group that are physically independent from each
other, or comprise second subregions obtained by logi-
cally dividing the 1maging lens group; and

a lens adjustment module comprising a processor,
wherein, 1n response to receiving at least one 1maging
parameter of the imaging lens group from an imaging
analysis apparatus, the processor of the lens adjustment
module determines a subregion corresponding to an
imaging parameter of the at least one 1maging param-
eter, and adjust an 1maging characteristic of the at least
one adjustable 1imaging characteristic of the subregion,
wherein each of the at least one 1maging parameter
corresponds to a part 1n a projection region of the object
on the 1maging lens group to correct a perspective
deformation of the object.

10. The apparatus of claim 9, wherein the part in the
projection region 1s a first part, and wherein the imaging lens
group comprises at least two lenses, and a second part,
corresponding to each subregion of the at least one lens of
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the at least two lenses, has an adjustable 1maging charac-
teristic of the at least one adjustable 1maging characteristic,
respectively.

11. The apparatus of claim 9, wherein the 1imaging char-
acteristic comprises: a focal length.

12. The apparatus of claim 11, wherein the imaging
characteristic further comprises: relative positions of lenses
of the imaging lens group.

13. The apparatus of claim 9, wherein the plurality of
subregions having the at least one adjustable 1imaging char-
acteristic 1s distributed 1n an array.

14. The apparatus of claim 13, wherein the plurality of
subregions having the at least one adjustable 1maging char-
acteristic 1s distributed 1n a rectangular array.

15. The apparatus of claim 13, wherein the plurality of
subregions having the at least one adjustable 1maging char-
acteristic 1s distributed 1n a radially concentric array.

16. The apparatus of claim 9, wherein the 1maging appa-
ratus further comprises:

a refractive error detection sensor that detects an occur-
rence of a refractive error on an 1maging receiver, and
in response to the occurrence of the refractive error,
generates corresponding refractive error information
related to the 1maging receiver.

17. The apparatus of claim 16, wherein the refractive error
detection sensor sends the corresponding refractive error
information related to the imaging receiver to the 1maging
analysis apparatus.

18. The apparatus of claim 9, wherein the 1maging appa-
ratus 1s glasses.

19. An 1imaging adjustment device, comprising;

an 1maging lens group used to image an object, and
comprising a plurality of subregions with at least one
adjustable 1maging characteristic, wherein a subregion
of the plurality of subregions of the imaging lens group
1s physically independent from another subregion of the
plurality of subregions, or the subregion 1s obtained by
logically dividing the imaging lens group;

a processor; and

a memory that stores executable instructions that, when
executed by the processor, facilitate performance of
operations, comprising:
1n response to recerving at least one 1maging parameter

of the 1maging lens group from an 1imaging analysis
apparatus, determining a subregion corresponding to
an 1maging parameter of the at least one 1maging
parameter, and adjusting an 1imaging characteristic of
the at least one adjustable 1maging characteristic of
the subregion; and

receiving position information and depth information of
the 1imaging lens group or an 1maging receiver relative
to the object, obtaining at least one 1maging parameter
corresponding to the imaging lens group according to
the position information and the depth information, and
initiating sending the at least one 1maging parameter,
wherein each 1maging parameter of the at least one
1imaging parameter corresponds to a part 1n a projection
region of the object on the imaging lens group to
correct a perspective deformation of the object.

20. A method, comprising;:

receiving, by a device comprising a processor, position
and depth information of an 1imaging lens group or an
imaging receiver relative to an object;

obtaining at least one 1imaging parameter corresponding to
the 1imaging lens group according to the position and
depth information, wherein the imaging lens group
comprises a plurality of subregions with at least one
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adjustable 1maging characteristic, and wherein a sub-
region of the plurality of subregions 1s a first subregion
of the imaging lens group physically independent from
a second subregion of the imaging lens group, or 1s a
third subregion determined by logically dividing the
imaging lens group; and
sending the at least one 1maging parameter,
wherein, to correct perspective deformation of the
object, each 1maging parameter of the at least one
imaging parameter corresponds to a part in a pro-
jection region of the object on the imaging lens
group.
21. The method of claim 20, wherein the position and
depth information of the 1maging lens group or the 1maging
receiver relative to the object 1s: the position and depth
information of the imaging lens group or the i1maging
receiver acquired at a side of the object.
22. The method of claim 20, wherein the position and
depth information of the imaging lens group or the imaging
receiver relative to the object 1s: 1mage information of the
imaging lens group or the imaging receiver acquired at a side
of the object.
23. The method of claim 20, wherein the obtaining the at
least one 1maging parameter corresponding to the imaging
lens group according to the position and depth information
COMpPIrises:
obtaining other position and depth information of the
object relative to the 1imaging lens group according to
the position and depth information of the imaging lens
group or the imaging receiver relative to the object; and

determining the at least one 1maging parameter of the
imaging lens group according to the other position and
depth mformation of the object relative to the 1imaging
lens group.

24. The method of claim 20, wherein the method further
COmprises:

1in response to a refractive error being determined to have

occurred on an 1maging receiver, generating the at least
one 1maging parameter of the imaging lens group
corresponding to the refractive error.

25. The method of claim 24, wherein, prior to the refrac-
tive error being determined to have occurred, generating the
at least one 1maging parameter of the imaging lens group
corresponding to the refractive error, and the method further
COMprises:

receving refractive error information of the 1maging
receiver.

26. A method, comprising:

receiving, by a system comprising a processor, at least one
imaging parameter of an imaging lens group output
from an 1maging analysis process, wherein the imaging
lens group 1s used to 1mage an object, and comprises a
plurality of subregions with at least one adjustable
imaging characteristic, and wherein a subregion of the
plurality of subregions 1s a first subregion of the
imaging lens group physically independent from a
second subregion of the imaging lens group, or 1s a
third subregion determined by logically dividing the
imaging lens group; and

determining a subregion corresponding to an imaging
parameter of the at least one 1maging parameter and
adjusting an 1maging characteristic, of the at least one
adjustable 1maging characteristic, of the subregion,
wherein each imaging parameter of the at least one

1maging parameter corresponds to a part in a pro-
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jection region of the object on the imaging lens generating refractive error information of the imaging
group for correction of a perspective deformation of receiver and sending the refractive error information.
the object. 34. A computer readable storage device comprising
27. The method of claim 26, wherein the imaging lens executable instructions that, in response to execution, cause

group comprises at least two lenses, and another part, s ; device comprising a processor to perform operations,
corresponding to each subregion of the at least one lens of comprising:

the, at least two lenses, has e adjus.table. HHEASING chgrap- recerving position and depth information of an 1imaging
teristic of the at least one adjustable 1maging characteristic. 1 : . : : : .
ens group or an 1imaging receiver relative to an object;

28. The method of claim 27, wherein the imaging char- . . ; .
obtaining at least one 1maging parameter corresponding to

acteristic comprises: a focal length. 10 he ; o dine to th " q
29. The method of claim 28, wherein the 1imaging char- © lHagiyg ICls gtotp actOrding 1o the posilion a
depth information; and

acteristic further comprises: relative positions of lenses of ) . ,
sending the at least one 1maging parameter,

the at least one adjustable 1maging characteristic. . . .
30. The method of claim 26, wherein the plurality of wherein each of the at loeast One imaging parameter
corresponds to a part 1n a projection region of the

subregions having the at least one adjustable 1maging char- 15 , . .
acteristic 1s distributed in an array. object on the imaging lens group to correct perspec-
31. The method of claim 30, wherein the plurality of Hve dc?fornglon.of thehObJ%(fta the dlmagmg lens
subregions having the at least one adjustable 1maging char- group 1s used to 1mage the object and comprises a
acteristic is distributed in a rectangular array. plura}lty of SU‘DI‘%lO}lS with at leqst one adjust{able
32. The method of claim 30, wherein the plurality of 20 11}18%11155 lchafactert{stlc]; and Wherfelllll the Sul?regllons
subregions having the at least one adjustable 1maging char- ol the plura ltY LLESURIESIOLS O the 1maging lens
group are physically independent from each other, or

acteristic 1s distributed 1n a radially concentric array. : . . ..
33. The method of claim 26, further comprising: ‘Fhe sqbreglons are obtained by logically dividing the
1imaging lens group.

detecting whether a refractive error has occurred on an
imaging receiver, and when the refractive error occurs, £k % k%
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