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METHODS AND SYSTEMS FORA STORAGE 
SYSTEM 

RELATED APPLICATIONS 

[0001] The present application relates to the US. patent 
application Ser. No. by M. James Bullen, Steven L. 
Dodd, David J. Herbison, and William T. Lynch, entitled 
“Methods and Systems for a Storage System Including and 
Improved Switch,” Attorney Docket No.: 08812-0004, and 
the US. patent application Ser. No. by M. James 
Bullen, Steven L. Dodd, David J. Herbison, and William T. 
Lynch, entitled “Methods and Systems for a Memory Sec 
tion,” Attorney Docket No.: 08812-0005, both of Which are 
incorporated by reference herein in their entireties. 

BACKGROUND 

[0002] The present invention relates to data storage, and 
more particularly, to methods and systems for a high through 
put storage device. 
[0003] A form of on-line transaction processing (OLTP) 
applications requiring a high number of data block reads or 
Writes are called H-OLTP applications. A large server or 
mainframe or several servers typically host an H-OLTP appli 
cation. Typically, these applications involve the use of a real 
time operating system, a relational database, optical ?ber 
based networking, distributed communications facilities to a 
user community, and the application itself. Storage solutions 
for these applications use a combination of mechanical disk 
drives and cached memory under stored program control. The 
techniques for the storage management of H-OLTP applica 
tions can use redundant ?le storage algorithms on multiple 
disk drives, memory cache replications, data coherency algo 
rithms, and/ or load balancing. 
[0004] A brief overvieW of the storage management tech 
nologies of cached disk arrays (CDAs) and solid-state disk 
storage systems (SSDs) folloWs. 
[0005] Cached disk arrays (CDAs) combine disk drives and 
solid-state memory systems under common program control. 
The disk drives in CDAs are servo-mechanical devices. 
Advances in motor technology currently alloW the platters of 
the disk drives to spin at 15,000 revolutions per minute; 
advanced systems may spin their platters at 18,000 revolu 
tions per minute. 
[0006] CDAs combine several racks of rotating disks With a 
common memory cache in an architecture Where capacity 
may be added through the addition of more racks of devices, 
more cache, or both. CDAs often are used by companies to 
provide storage services in their mission critical applications, 
including H-OLTP applications. 
[0007] The on-board cache of a CDA stores frequently used 
data because access times for data in cache memory can be 
short relative to access times for data on the drives. Such 
high-end storage system devices With rotating media, such as 
CDAs, include less than ideally desirable characteristics in 
terms of total throughput and memory cache siZe. 
[0008] A solid-state disk (SSD) is a storage device corre 
sponding to the solid-state memory attached to a computer’s 
central processing unit through its internal bus structure. To 
an external computer (server or mainframe) the SSD appears 
as a very fast disk drive When it is directly attached to the 
computer over a fast communications link or netWork. Oper 
ating under stored program control, SSDs store frequently 
used information like transaction logs, database indices, and 
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specialiZed data structures integral to the e?icient execution 
of a company’s mission critical applications. 
[0009] It Would be desirable for large capacity storage to 
provide su?icient throughput for high-volume, real-time 
applications, especially, for example in emerging applica 
tions in ?nancial, defense, research, customer management, 
and homeland security areas. 

SUMMARY 

[0010] Accordingly, the present invention is directed to 
methods and systems that address the problems of prior art. 
[0011] In accordance With the purposes of the invention, as 
embodied and broadly described herein, methods and sys 
tems for an apparatus are provided including one or more 

memory sections, one or more sWitches, and a management 
system. The one or memory sections include one or more 

memory devices capable of storing data in storage locations, 
and a memory section controller capable of detecting faults in 
the memory section and transmitting a fault message in 
response to the detected faults. The one or more sWitches 
include one or more interfaces for connecting to one or more 

external devices, and a sWitch fabric connected to one or more 
memory sections and the external device interfaces and inter 
connecting the memory sections and the external device inter 
faces based on an algorithm. A management system is pro 
vided capable of receiving fault messages from the memory 
section controllers and removing from service the memory 
section from Which the fault message Was received, and 
Wherein the management system is further capable of deter 
mining an algorithm for use by a sWitch fabric in intercon 
necting the memory sections and the external device inter 
faces, and instructing the sWitch to execute the determined 
algorithm. 
[0012] The summary and the folloWing detailed description 
should not restrict the scope of the claimed invention. Both 
provide examples and explanations to enable others to prac 
tice the invention. The accompanying draWings, Which form 
part of the description for carrying out the best mode of the 
invention, shoW several embodiments of the invention, and 
together With the description, explain the principles of the 
invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0013] FIG. 1 is a block diagram of a storage hub environ 
ment, in accordance With methods and systems provided; 
[0014] FIG. 2 is a more detailed block diagram of a storage 
hub, in accordance With methods and systems provided; 
[0015] FIG. 3 illustrates a logical architecture for a man 
agement complex, in accordance With methods and systems 
provided; 
[0016] FIG. 4 is a block diagram of a physical architecture 
for a management complex, in accordance With methods and 
systems provided; 
[0017] FIG. 5 is a block diagram of a exemplary memory 
section, in accordance With methods and systems provided; 
[0018] FIG. 6 illustrates a functional diagram of a sWitch 
and memory section, in accordance With methods and system 
consistent With the invention; 
[0019] FIG. 7 illustrates an alternative functional diagram 
of a sWitch and memory section, in accordance With methods 
and systems provided; 
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[0020] FIG. 8 illustrates a diagram of an alternative exem 
plary switch, in accordance with methods and systems pro 
vided. 
[0021] FIG. 9 illustrates a diagram of an alternative switch, 
in accordance with methods and systems provided; 
[0022] FIG. 10 illustrates an exemplary pipeline shift reg 
ister, in accordance with methods and systems provided; 
[0023] FIG. 11 includes a more detailed block diagram of 
an exemplary embodiment of a memory interface device, in 
accordance with methods and systems provided; 
[0024] FIG. 12 illustrates a ?ow chart for an exemplary 
writing operation, in accordance with methods and systems 
provided; 
[0025] FIG. 13 illustrates a ?ow chart for an exemplary 
reading operation, in accordance with methods and systems 
provided; 
[0026] FIG. 14 illustrates a logical diagram of partitioned 
memory devices, in accordance with methods and systems 
provided; 
[0027] FIG. 15 illustrates an alternative embodiment of a 
memory interface devices, in accordance with methods and 
systems provided; and 
[0028] FIG. 16 illustrates an alternative memory section, in 
accordance with methods and systems provided. 

DETAILED DESCRIPTION 

[0029] Reference will now be made in detail to exemplary 
embodiments, examples of which are illustrated in the 
accompanying drawings. Wherever possible, the same refer 
ence numbers will be used throughout the drawings to refer to 
the same or like parts. 
[0030] FIG. 1 is a block diagram of one embodiment stor 
age hub environment, in accordance with methods and sys 
tems provided. As illustrated, the storage hub environment 
includes a storage hub 10, servers 12-1 and 12-2, external 
management systems 14-1 and 14-2, a non-volatile storage 
device 16, an IP network 18 and a connection to another 
network 20. The storage hub 10 may include a large amount 
of storage (not shown) and stores the data in data blocks. 
Although the data may be stored in data blocks, any other 
mechanism for storing the data may be used without depart 
ing from the scope of the invention. The non-volatile storage 
device 16 may be a magnetic storage device, such as a CDA 
as described above. The non-volatile storage device 16 may 
be used to store back-up versions of the data stored by the 
storage hub 10. 
[0031] The description below is organiZed in the following 
manner. First, a brief overview of the storage hub 10 environ 
ment illustrated in FIG. 1 is presented. Then, more detailed 
descriptions of the components of the storage hub 10 are 
presented, after which a more detailed description of exem 
plary methods for writing data to the storage hub, reading data 
from the storage hub 10, and a testing operation for the 
storage hub 10 are presented. Then, exemplary alternatives to 
these components are presented. It should, however, be 
understood that these are all exemplary descriptions regard 
ing example methods and systems for implementing the 
invention. As such, one of skill will recogniZe that there are 
other methods and systems that may be used for practicing the 
invention that is de?ned by the claims of this application. 
[0032] The servers 12-1 and 12-2 are, for example, standard 
commercially available servers or farms of servers that can be 
connected to internal or external networks (not shown). For 
example, the servers 12-1 and/or 12-2 may be connected to an 
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internal network such as an Ethernet for receiving requests for 
the retrieval or storage of information from end users con 
nected to the network. Alternatively, the servers 12-1 and/or 
12-2 could be connected to external networks, such as the 
Internet, for receiving requests for retrieval or storage of 
information from end users connected to the external net 
work. Further, although two servers 12-1 and 12-2 are illus 
trated, the storage hub 10 may be connected to any number of 
servers 12. 

[0033] When an application being executed by the server 
12 requires data, the server 12 determines if the storage hub 
10 stores the data. The servers 12 may store a record showing 
whether the data their applications require is on the storage 
hub 10. The server 12 then sends a data request to the storage 
hub 10 requesting the data. The storage hub 10 reads the data 
from the location in which it is stored and sends it to the server 
requesting the data 12-1 or 12-2. The server may run different 
types of applications and database management systems that 
may require data from the storage hub 10. Examples of typi 
cal applications include, by way of example only, billing 
systems, customer relationship management systems, reser 
vations systems, ordering systems, security systems, etc. 
Examples of database management systems include 
ORACLE, DB2, Sybase, Informix, etc. 
[0034] Additionally, the storage hub 10 may receive a 
request from a server 12-1 or 12-2 to store data. Thereafter, 
the storage hub 10 preferably provides the server 12 with 
either an acknowledgement that the write occurred (i.e., the 
storage of the data) or a failure message. Such messages could 
include, for example, an acknowledgement that the data block 
was safely stored on both the storage (not shown) in the 
storage hub 10 and on the CDA 16 when a CDA 16 is used as 
backup for the storage hub 10, an acknowledgement that the 
data block is safely stored in the storage hub’s 10 storage (not 
shown), no acknowledgement of any sort, or a failure mes 
sage. 
[0035] The external management system 14 may be 
directly connected to the storage hub 10, such as external 
management system 14-2. Or, the external management sys 
tem 14 may be connected to the storage hub 10 via a network, 
such as external management systems 14-1 that is connected 
to the storage hub 10 via network 18. Network 18 may be any 
type of network, such as an internal Ethernet network, an IP 
network, or the Internet. Although FIG. 1 illustrates both 
external management systems 14-1 and 14-2 connected to the 
storage hub 10, in other implementations there may be only 
one or any number of external management systems, or an 
external management system 14 need not be included. For 
example, in other implementations it may be desirable to have 
3 or more external management systems. Additionally, the 
external management system may be a computer running 
proprietary or commercially available software, such as, for 
example, HP Openview. The storage hub 10 may provide 
surveillance and administration information to the external 
management system 14, such as the status and location of 
stored data blocks. 

[0036] FIG. 2 illustrates a more detailed block diagram of 
the storage hub 10, in accordance with methods and systems 
provided. As illustrated, the storage hub 10 includes a switch 
or switches 22-1 and 22-2, a management complex 26, and 
memory sections 30-1 thru 30-n. In this embodiment, both 
switches 22-1 and 22-2 may be active or one of the switches 
may be active while the other is a redundant switch for use in 
the event the active switch suffers a problem. Although FIG. 
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2 illustrates two switches, the storage hub 12 may include 
only one switch or any number of switches. 

[0037] In FIG. 2, server 12-2 connects to the storage hub 10 
via a network 20 thru an input/ output (I/O) controller 24. The 
network may be any type of internal or external network, such 
as an Ethernet network or the Internet. The U0 controller 24 
preferably is an appropriate I/O controller for connecting to 
the particular network 20. Preferably, the I/O controller 24 
converts signals between a native protocol of the network 20 
and a local protocol used by the storage hub 10. Potential 
protocols include, but are not limited to, Telecommunications 
Control Protocol/ Internet Protocol (TCP/IP), System Net 
work Architecture (SNA)-based protocols, Serial Communi 
cations Control Interface (SCCI), Intelligent Serial Commu 
nications Interface (ISCI), Fibre Channel, In?niband, and 
other third generation input/output (3GIO) protocols 
[0038] The memory sections 30 preferably include the stor 
age for the storage hub 10 along with other hardware for 
accessing the storage. As used herein, the term “memory 
section” refers to any subsystem including one or more 
memory devices that may be used for storing information. 
This architecture is applicable to any device that can store 
data. Thus, when the storage hub 10 receives a request to store 
data, the data is forwarded to a memory section 30, which 
stores the data. Likewise, when a request for data is received 
by the storage hub 10, the request is directed to the memory 
section 30 storing the requested information. The memory 
section 30 then reads the requested data, after which it is sent 
to the server 12 requesting the data. More detailed descrip 
tions of exemplary memory sections 30 and their operations 
are presented below. 
[0039] The management complex 26 of the storage hub 10 
performs management-type functions for the storage hub 10 
and connects the storage hub 10 with the external manage 
ment system 14. As used herein the term “management com 
plex” refers to any software and/or hardware for performing 
management of the storage hub 10. A more detailed descrip 
tion of the management complex 26 is presented below. 
[0040] The I/O Controller 24 and switches 22-1 and 22-2 
are preferably under common management control by the 
management complex 26 to allow data blocks to be sent to and 
received from the storage hub in the native protocol of the 
network 20. 
[0041] Each server 12-1 and 12-2 preferably includes a 
device driver 28-1 and 28-2, respectively. The device driver 
28 is a program running in software on a server that permits 
applications on the server to cause data to be read from or 
written to (i.e., stored in) the storage hub 10. When a server 12 
receives a request to read or write data, the device driver 28 of 
the server 12 forwards the request to the switch in the storage 
hub 10. The device driver 28 may be, for example, a standard 
device driver supplied as part of server-resident software, or it 
may be, for example, proprietary software supplied by a 
vendor of storage devices. Additionally, in some applications, 
the device driver 28 may be independent of any application 
resident on the server. 

[0042] The switches 22-1 and 22-2 are connected to the 
server 12-1, the I/O controller 24, the CDA 16, the memory 
sections 30-1 thru 30-n, and each other via an industry stan 
dard communications interface protocol. These communica 
tions interface protocols may be, for example, Fibre Channel, 
Asynchronous Transfer Mode (ATM), Ethernet, Fiber Dis 
tributed Data Interface (FDDI) a Systems Network Architec 
ture (SNA) interface, or X25. Any type of physical connec 
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tion, e.g., copper or ?ber optic cables, may be used for 
connecting these various components. The management 
complex 26 is preferably connected to the switches 22, 
memory sections 30-1thru 30-n, the I/O controller 26, and the 
external management system 14 via gigabit Ethernet connec 
tions. Although these are preferable connections, persons 
skilled in the art will recogniZe there are numerous other 
protocols and physical media that may be used to connect 
these devices. Further, the memory sections 30 may simulta 
neously support multiple protocols and physical media for 
connecting these devices. 
[0043] The switches 22 may be any type of switch using 
any type of switch fabric, such as, for example, a time division 
multiplexed fabric or a space division multiplexed fabric. As 
used herein, the term “switch fabric” the physical intercon 
nection architecture that directs data from an incoming inter 
face to an outgoing interface. For example, the switches 22 
may be a Fibre Channel switch, an ATM switch, a switched 
fast Ethernet switch, a switched FDDI switch, or any other 
type of switch. The switches 22 may also include a controller 
(not shown) for controlling the switch. 
[0044] For write operations, the data block, in addition to 
being written to the memory sections 30 of the storage hub 10, 
may also be written to the cached disk array 16 or another 
storage hub (not shown). After the data is written, the storage 
hub 10 may send an acknowledgement to the device driver 28 
of the server 12 depending upon the con?guration manage 
ment parameters in the management complex 26. Examples 
of con?guration management parameters are status param 
eters, write-acknowledgement parameters, routing param 
eters, reporting interval parameters, and the current date and 
time. 
[0045] For a read data block request and at the request of the 
device driver 28 requesting the data block, the switches 22 
direct the request to the appropriate memory section 30, 
which retrieves the data block and transmits it through a 
switch 22 to the device driver 28 of the server 12 from which 
the request originated. 
[0046] During read and write data block operations and 
depending on the con?guration management parameters in 
the management complex 26, the memory section 30 gathers 
administrative data that it sends to the management complex 
26. The management complex 26 then makes this data avail 
able to the external management system 14. 
[0047] Additionally, the management complex 26 may 
gather and provide the external management system 14 with 
surveillance and administrative information. Surveillance 
information may include, for example, memory section heart 
beats (i.e., a signal that shows that the memory section can 
still communicate), alarms, and acknowledgement of alarms. 
Administration information may include, for example, statis 
tics about data read and written, statistics about the number of 
active memory sections, statistics about memory section 
availability, and reports that present the preceding informa 
tion to the external management system. 
[0048] The external management system 14 may also pro 
vide the management complex 26 with con?guration man 
agement data. This con?guration management information 
may include, for example, valid communications network 
addresses, a period for heartbeat intervals, data block siZes, 
and command sets. 

[0049] The storage hub 10 may also perform bit-level error 
recovery using standard means available in the industry. For 
example, error correction codes (ECC), also referred to as 
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error detection and correction (EDAC) codes, using circuitry 
and/ or software may be used to test data for its accuracy. 
These codes and techniques include parity bit or cyclic redun 
dancy checks, using multiple parity bits in order to detect and 
correct errors, or more advanced techniques (e.g., Reed-So 
lomon codes) to detect multiple errors. Further, each memory 
section 30 of the storage hub 10 may include its oWn error 
correction scheme. 
[0050] The folloWing provides a more detailed description 
of the components of the storage hub 10 illustrated in FIG. 2: 
the management complex 26, the sWitches 22, and the 
memory sections 30. After Which, more detailed descriptions 
of exemplary reading, Writing, and testing operations are 
presented. Then, alternative exemplary embodiments of the 
memory sections 30 are provided along With exemplary char 
acteristics of the storage hub 10 and its components. 

Management Complex 

[0051] FIG. 3 illustrates a logical architecture for a man 
agement complex 26, in accordance With methods and sys 
tems provided. As illustrated, the management complex 26 
may include functions that manage administrative processes 
32 and functions that manage control processes 34. These 
management functions can include one or more central pro 

cessing units (CPUs) for executing their respective processes. 
Additionally, the management complex 26 may use one or 
more application program interfaces (APIs) for communica 
tions betWeen these functions. 
[0052] FIG. 4 is a block diagram of a physical architecture 
for a management complex 26, in accordance With methods 
and systems provided. As illustrated, the management com 
plex includes one or more control processors 34-1 thru 34-n, 
a shared memory 36, one or more administration processors 
32-1 thru 32-m, a storage device 38, and a communications 
netWork 40. As discussed above, the control processors 34 
may include one or more central processing units (CPUs). 
These control CPUs 34-1 thru 34-n interface With the shared 
memory 36. The communications netWork 40 may be an 
internal netWork and may use any type of communications 
protocol, such as Gigabit Ethernet. 
[0053] One or more ofthe control processor (e.g., 34-1thru 
34-m) may function as the master(s), While remaining control 
processors (e.g., 34-(m+l) thru 34-n) may be kept in a hot 
standby mode, so that they can be quickly sWitched to in the 
event one of the master control processor (e.g., 34-1) fail. 
[0054] The control CPU’s 34 may be attached to a commu 
nications netWork, such as a Gigabit Ethernet netWork, and be 
directly attached to the magnetic storage device 38. 
[0055] The administrative processors 32 each may include 
a memory (not shoWn) and also be attached to the communi 
cations netWork 40. These administration processors may 
also connect to the magnetic storage device 38. The magnetic 
storage device 38 stores various control and administrative 
information from the control processors 34 and administra 
tion processors 32. The magnetic storage device 38 may be 
any type of magnetic storage device, such as, for example, 
servo-mechanical disc drives. In other embodiments, the stor 
age device 38 need not be included. 
[0056] The control processors 34 perform con?guration 
management functions for the memory sections 30, U0 con 
trollers 24, sWitches 22, and the device drivers 28 of the 
servers 12.As used herein, the term “con?guration” is a broad 
term that encompasses the various possible operating states of 
each component of the storage hub. As used herein, an “oper 
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ating state” refers to a possible Way in Which the storage hub 
or one of its components operates as de?ned by parameter 
values. These parameter values, for example, may be set by a 
user of the storage hub, such as, for example, a system admin 
istrator, through, for example, an external management sys 
tem 14. Operating states may include, for example, hoW often 
a component (e. g., a memory section 30) sends performance 
statistics to the management complex 26, the list of events 
that causes a component (e. g., a memory section, etc.) to 
report an alarm, and/ or the type of alarm reported (e. g., cata 
strophic failure of component, minor fault With component, 
etc.). Further, as used herein, the term “con?guration man 
agement” means the understanding of the current operating 
states of the storage hub’s components and the capability to 
react to changes in the states of those components as de?ned 
by softWare running in the control processors 34. For 
example, the control processors 34 may control in real time 
the number of active memory sections 30 in the storage hub 
10, the sWitches 22, and the device drivers 28 of the servers 
12, if any, and any external servers 22 connected to the storage 
hub. 

[0057] The softWare in the control processors 34 may also 
be capable of bringing neW memory sections into service and 
taking memory sections out of service independently of other 
functions that the management complex performs and With 
out materially affecting the operation of other memory sec 
tions 30 or adversely affecting the overall performance of the 
storage hub. The instructions to perform this function are 
carried from the control process 34 to the sWitches 22 and 
may be carried to the device drivers 28 in the servers 12. In the 
case that neW capacity is added to the storage hub 10, then it 
is possible to bring neW memory sections 30 into service With 
the software capability in the control processors 32. In the 
case that a memory section 30 has failed, then the faulty 
memory section 30 may be replaced and a neW one brought 
into service. A further description of fault management fol 
loWs. 

[0058] The control processors 34 may also, for example, be 
able to perform fault management for the storage hub 10. The 
term “fault management” as used herein means attempting to 
detect faults and take corrective action in response to the 
detection of a fault. For example, the control processors may 
recogniZe an operational failure of a memory section 30 or 
part of a memory section 30 and re-map data to Working 
memory sections 30. Then, the control processors 34 may 
communicate this re-mapping to the external management 
system 14 and the device drivers 28 running on servers 12 
attached to the storage hub 10. 

[0059] The control processors 34 may also manage “bad 
block” remapping functions When a memory section fails 30 
and the Writing of data to the magnetic storage device 38 in the 
event of poWer failures. Bad block remapping is a process 
Wherein data blocks discovered by the section controller 54 or 
management complex 26 to be in a damaged memory device 
are, if possible, recovered. 
[0060] For example, if the control processors 34 discover 
that block 65,000 in memory section 30-2 does not read 
correctly, the control processor 34 may decide to remap block 
65,000 in memory section 30-2 to blocklocation 1,999,998 in 
memory section 30-2. The control processor 34 may then 
direct the CDA 16 to read the data block and cause it to be 
Written in location 1,999,998 in memory section 30-2. Once 
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