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INTELLIGENT SENSOR FOR IRRIGATION 
MANAGEMENT 

TECHNICAL FIELD 

[0001] The technical ?eld relates generally to an apparatus, 
method and/or system for managing irrigation, and, more 
particularly, to an intelligent sensor connected to a peer-to 
peer distributed netWork With the ability to be remotely moni 
tored and controlled from another node on the peer-to-peer 
distributed netWork. 

BACKGROUND 

[0002] An exemplary conventional control system 900 for 
irrigation management and control, Which Will be referred to 
here as a central-satellite system, is shoWn in FIG. 6A. The 
system 900 includes a central computer 902, a plurality of 
irrigation satellite ?eld controllers (satellite controllers) 904, 
and a number of sensor data sources 906. The central com 
puter 902 can be connected to the satellite controllers 904 by 
a ?rst communication link 908 and to the sensor sources 906 
by a second communications link 910. The ?rst and second 
links 908, 910 can be Wireless or Wire line communication 
links of a local area netWork. The central computer 902 can 
include a user interface such as a keypad and a liquid crystal 
display so that a user can set up automatic Watering programs, 
perform manual Watering and perform additional functions 
for irrigation control. 
[0003] The satellite controllers 904 can be connected to 
irrigation solenoid valves 912 to deliver Water in accordance 
With the Water programming or manual control. The sensor 
data sources 906 can monitor multiple variables that typically 
include the amount of rainfall, Water How and poWer con 
sumption, and provide this data to the central computer 902 
via the second communication link 910. The central computer 
902 can distribute the data directly to the satellite controllers 
904 so that the irrigation scheduling can be adjusted based 
upon the data. Alternatively, the central computer 902 can 
make the irrigation scheduling adjustments based on the data 
and distribute the adjustments to the satellite ?eld controllers 
904. 
[0004] The central-satellite system 900 has the limitation of 
a costly architecture due to the requirement of multiple com 
munication paths to be created and maintained betWeen the 
central computer 902 and the satellite controllers 904. Fur 
ther, in the central-satellite system 900 the number of sensor 
data sources is limited to the number of connections the 
central computer 902 can manage. Also, the central computer 
902 must be used to gather and distribute data. 
[0005] Another exemplary conventional control system 
900' for irrigation management and control, Which Will be 
referred to here as a peer-to-peer distributed netWork, is 
shoWn in FIG. 6B and described in Us. Pat. No. 6,898,467 
entitled “Distributed Control NetWork for Irrigation Manage 
ment”, the contents of Which are incorporated herein by ref 
erence. In this system 900' the sensor data sources 906 are 
connected to dedicated sensor ports at the satellite controllers 
904 via communication links 914. The system 900' can fur 
ther include a collection of individual sensors for providing a 
Weather station connected via a data-logger to the central 
computer 902. The satellite controllers 904 and the central 
computer 902 are connected to the ?rst communication link 
908 of a peer-to-peer netWork. The ?rst link 908 can be a 
communication bus. Although the peer-to-peer netWork con 
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nection betWeen the satellite controllers 904 permits the sen 
sor data to be shared among the satellite controllers 904, the 
number of sensor sources 906 is limited to the number of 
available sensor ports on the satellite controllers 904. 

SUMMARY 

[0006] Accordingly, one or more embodiments provide an 
intelligent sensor including an irrigation related data sensor 
for sensing irrigation related data, an interface operable to 
transmit and receive communications over a communication 

bus of a peer-to -peer distributed netWork; a processor coupled 
to the interface and to the irrigation related data sensor for 
receiving the irrigation related data; and a memory coupled to 
the processor, the memory including instructions for con?g 
uring the processor to generate a broadcast message including 
the irrigation related data, Wherein the interface transmits the 
broadcast message to a destination node coupled to the peer 
to-peer distributed netWork via the communication bus. The 
broadcast message can include a source address of the intel 
ligent sensor and a destination address indicative of the des 
tination node. 

[0007] The interface can receive a con?guration message 
including operation parameters such as a schedule for acquir 
ing the irrigation related data from the irrigation related data 
sensor and generating the broadcast message from a node on 
the netWork. The processor can be con?gured to generate the 
broadcast message in accordance With the operation param 
eters. The irrigation related data can include data representa 
tive of one of soil moisture, soil conductivity, soil tempera 
ture, Wetted front data and soil salinity. 

[0008] The processor canbe con?gured to operate in a main 
mode for generating the broadcast message including the soil 
related data and a bootloader mode for uploading or doWn 
loading an application. The interface can receive a bootloader 
mode message from another destination node via the com 
munication bus. The processor can be con?gured to operate in 
the bootloader mode in response to the bootloader mode 
message. 

[0009] One or more embodiments also provide an irrigation 
satellite ?eld controller operatively coupled to one or more 
valves of an irrigation system including an interface operable 
to transmit and receive communications over a communica 

tion bus of a peer-to-peer distributed netWork; a processor 
coupled to the interface; and a memory coupled to the pro 
cessor. The memory can include instructions for con?guring 
the processor to generate a control message requesting irri 
gation related data from an intelligent sensor coupled to the 
peer-to -peer distributed netWork. The interface transmits the 
control message to the intelligent sensor, and receives a 
broadcast message including the irrigation related data in 
response to the control message via the communication bus. 

[0010] One or more embodiments also provide a control 
device for an irrigation management system comprising: an 
interface operable to transmit and receive communications 
over a communication bus of a peer-to-peer distributed net 

Work; a processor coupled to the interface; and a memory 
coupled to the processor, the memory including instructions 
for con?guring the processor to generate a sensor control 
message requesting irrigation related data from an intelligent 
sensor coupled to the peer-to-peer distributed netWork. The 
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interface transmits the sensor control message to the intelli 
gent sensor via the communication bus of the peer-to-peer 
distributed netWork. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0011] The accompanying ?gures, Which together With the 
detailed description below are incorporated in and form part 
of the speci?cation, serve to further illustrate various exem 
plary embodiments and to explain various principles and 
advantages in accordance With the present invention. 
[0012] FIG. 1 is a block diagram of an intelligent sensor 
according to an exemplary embodiment; 
[0013] FIG. 2 is a block diagram of a peer-to-peer irrigation 
control system; 
[0014] FIG. 3 is a block diagram of an exemplary program 
memory portion of the intelligent sensor; 
[0015] FIG. 4 is a How diagram illustrating exemplary 
operations of the intelligent sensor; 
[0016] FIG. 5 is an illustration of an exemplary format for 
messages transmitted on the netWork; 
[0017] FIGS. 6A-6B are illustrations of conventional irri 
gation control systems; 
[0018] FIG. 7 is a block diagram of an exemplary irrigation 
satellite ?eld controller; and 
[0019] FIG. 8 is a block diagram ofan exemplary control 
device. 

DETAILED DESCRIPTION 

[0020] The instant disclosure is provided to further explain 
in an enabling fashion the best modes of performing one or 
more embodiments of the present invention. The disclosure is 
further offered to enhance an understanding and appreciation 
for the inventive principles and advantages thereof, rather 
than to limit in any manner the invention. The invention is 
de?ned solely by the appended claims including any amend 
ments made during the pendency of this application and all 
equivalents of those claims as issued. 
[0021] It is further understood that the use of relational 
terms such as ?rst and second, and the like, if any, are used 
solely to distinguish one from another entity, item, or action 
Without necessarily requiring or implying any actual such 
relationship or order betWeen such entities, items or actions. 
It is noted that some embodiments may include a plurality of 
processes or steps, Which can be performed in any order, 
unless expressly and necessarily limited to a particular order; 
i.e., processes or steps that are not so limited may be per 
formed in any order. 
[0022] Referring to FIG. 1, an intelligent sensor 100 
according to an exemplary embodiment Will be discussed. 
The intelligent sensor 100 includes a sensor subsystem 102 
coupled to a netWork subsystem 104 by an internal bus 106. 
The bus 106 can be, for example, a simple bi-directional 
2-Wire bus for ef?cient inter-IC control such as the Inter-IC or 
I2C-bus, or other electronic con?guration Which is appropri 
ately con?gured. 
[0023] The sensor subsystem 102 includes a sensor trans 
ducer 108 for sensing irrigation related data. A simple version 
of the sensor transducer 108, Which Will be referred to here as 
the LITE version, can offer moisture data. A more complex 
version of the sensor transducer 108, Which Will be referred to 
here at the PRO version, can offer soil conductivity, soil 
temperature, and/or detection of Water reaching the trans 
ducer 108, Which Will be referred to here as Wetted front data. 
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The Wetted front data can be used to assess the rate at Which 
Water percolates through the soil. Additionally, the PRO ver 
sion can provide a better moisture value by using the addi 
tional measurements to compensate for error in the reading 
due to temperature or high salinity soil. The LITE and PRO 
versions mentioned above are merely examples. Generally, 
the sensor transducer 108 senses irrigation related data, and 
Will be referred to here as an irrigation related data sensor. 

[0024] The sensor subsystem 102 also includes sensor 
hardWare 110 such as a microcontroller for converting analog 
data from the sensor transducer 108 to digital data and inter 
facing With the bus 106 to collect and maintain sensor mea 
surements in an associated memory. The sensor subsystem 
102 may be, for example, a microprocessor. 
[0025] The netWork subsystem 104 includes an interface 
112, a processor 114 coupled to the interface 112, and a 
memory 116 coupled to the processor 114. The processor 114 
can be coupled to the bus 106. The interface 112 is coupled to 
a communication link 118 of a peer-to-peer distributed net 
Work 200. The interface 112 can be, for example, RF hard 
Ware or a modem. The communication link 118 can be, for 
example, an RS485 communication link. 
[0026] The memory 116 can be one or a combination of a 
variety of types of memory or computer readable medium 
such as random access memory (RAM), read only memory 
(ROM), ?ash memory, dynamic RAM (DRAM) or the like. 
The memory 116 can include a basic operating system, data, 
and variables, executable code and other data such as mea 
surement values and events (i.e. system fault). 
[0027] An exemplary peer-to-peer distributed netWork 200 
is shoWn in FIG. 2. The netWork 200 includes a plurality of the 
intelligent sensors 100, a plurality of irrigation satellite ?eld 
controllers (satellite controllers) 202, a remote hand-held 
device (HH) 204, and a central computer 206, all of Which can 
be referred to as nodes of the netWork 200. The entire netWork 
200, or any portion thereof, can be monitored and operated 
from another node. The central computer 206 is optional and 
can be omitted. All of the nodes can be connected to one 
another via a communication bus 208. The bus 208 can use 

tWisted pair Wire, radio modems, analog telephone modems, 
Wireless commtmication (RF, VHF, UHF, microWave fre 
quencies), ?ber optics, poWer lines, telephone cables, cellular 
telephones, infrared, Wireless pager systems, or television 
cables. The type of communication bus 208 varies depending 
on the requirements of each individual site. The communica 
tion bus 208 is preferably a half-duplex communication bus 
that alloWs only one node to transmit at any one time, to avoid 
data collisions on the bus. Full duplex is an option. 
[0028] The satellite controllers 202 are preferably con 
nected to solenoid operated valves 210. The satellite control 
lers 202 can be operated locally to perform, for example, 
maintenance. The satellite controllers 202 can also be oper 
ated remotely from another node in the netWork 200, such as 
the HH 204 or the central computer 206, or another satellite 
controller 202 to create/run complex Watering schedules such 
as evapotranspiration adaptive Zones. The user can remotely 
control a satellite controller 202, Which in turn can control 
some or all of the other satellite controllers 202. It should be 
noted that the number of satellite controllers 202 illustrated 
are not representative of any number. 
[0029] Referring to FIG. 3, the processor 114 can include a 
program memory 300 Which includes protected bootloader 
code 302 and unprotected program code 304. The unpro 
tected program code 304 can include a main application, 
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Which is computer-readable instructions such as a computer 
program for con?guring the processor 114 to manage the 
communication link 118 to the peer-to-peer distributed net 
Work 200, initiate sensor acquisitions and retrieve sensor data 
from the sensor subsystem 102, and to maintain historical 
logs of sensor data in a portion of the memory 116. The 
instructions also con?gure the processor 114 to control the 
interface 112 to generate messages to be transmitted to and to 
receive messages from one or more destination nodes at the 

peer-to-peer distributed netWork 200 based upon data 
received from the sensor subsystem 102. The unprotected 
code 304 can be reprogrammable ?ash memory. The term 
protected can refer to a higher level of privileges required for 
reWriting the code. 
[0030] The main application includes primary code for 
con?guring the intelligent sensor 100 to operate in main 
application mode to perform sensor functions and/or second 
ary bootloader functions for updating the processor of the 
sensor subsystem 102. The primary code con?gures the pro 
cessor 114 to generate messages to be transmitted by the 
interface 112 to a destination node coupled to the peer-to-peer 
distributed netWork 200 via the communication bus 208. The 
main application also con?gures the processor 114 to read 
messages received from a particular node on the netWork 200. 
An exemplary format of the messages received and generated 
When the processor 114 is in the bootloader mode and the 
main application mode Will be discussed beloW. 

[0031] The protected program code 302 includes a boot 
loader application Which is executed by the processor 114 for 
doWnloading program code to reprogram the main applica 
tion or uploading program code from or to other nodes on the 
netWork 200. The processor 114 can begin to execute the 
bootloader application upon initial poWer up so that the intel 
ligent sensor 100 is operated in bootloader mode. In boot 
loader mode, the intelligent sensor 100 transmits a beacon 
message to the nodes on the netWork 200 indicating that it is 
in bootloader mode. The intelligent sensor 100 Will continue 
to operate in the bootloader mode if it receives a reply mes 
sage from another node in the network 200 Within a prede 
termined time period to upload or doWnload an application. 
The predetermined time period may be equal to 10 seconds. 
Otherwise, the processor 114 Will execute the main applica 
tion so that the intelligent sensor 100 is operating in a main 
mode until the intelligent sensor 100 is reset. The bootloader 
application is saved in the protected program code 302 to 
prevent it from being corrupted or overWritten by fault con 
ditions. 

[0032] Referring to FIG. 4, exemplary operations 400 of the 
intelligent sensor 100 When acquiring sensor data and deliv 
ering it to the netWork 200 Will be discussed. The operations 
400 advantageously can be implemented on, for example, an 
intelligent sensor, such as described in connection or FIG. 1, 
or other apparatus appropriately. For example, the operation 
can be performed When the processor 114 executes the main 
application. 
[0033] At 402, the intelligent sensor 100 checks a timing 
module to determine hoW many time resolutions (i.e., micro 
seconds) have elapsed since a previous measurement or since 
the intelligent sensor 100 has begin operating in main appli 
cation mode. The timing module can be an internal clock and 
a real time clock Which increments, for example, every sec 
ond and updates the internal clock. These clocks can be 
included in the processor 114. 
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[0034] At 406, the intelligent sensor 100 determines if a 
predetermined measurement interval has elapsed. If the mea 
surement interval has elapsed (YES at 406), at 410 the pro 
cessor 114 communicates With the sensor hardWare 110 to 
acquire a neW measurement. For example, if the measurement 
interval is 1 second, the processor 114 communicates With the 
sensor hardWare 110 every second. If the measurement inter 
val has not elapsed (N O at 406), the timing module is checked 
again at 402. 
[0035] At 414, the processor 114 determines if a neW mea 
surement is ready at the sensor hardWare 110 by, for example, 
receiving a positive or negative indication message from the 
sensor hardWare 110. If no neW measurement is ready (NO at 
414), the processor 114 continues to communicate With the 
sensor hardWare 110 to Wait for the measurement at 410. 

[0036] If a neW measurement is ready at the sensor hard 
Ware 110 (YES at 414), at 418 the processor 114 reads the 
measurement and saves it in, for example, a nonvolatile por 
tion of the memory 116. If a neW measurement is not ready at 
the sensor hardWare 110 (NO at 414), the processor 114 again 
communicates With the sensor hardWare 110 to acquire a neW 
measurement. If a neW measurement is not attainable, the 
processor 114 can log a fault record into an internal history 
log stored in the memory 116. 
[0037] At 422, the processor 114 formats a message includ 
ing the measurement and broadcasts the message on the net 
Work 200 to one or more nodes, or all of the nodes. This 
message Will be referred to herein as a “broadcast message”. 
Each of the nodes of the netWork 200 has a unique address 
used for node to node communications. The broadcast mes 
sage sent at 422 can include the source address of the intelli 
gent sensor 100 and a destination address indicating one or 
more nodes. When a broadcast message is sent on the bus 208 
of the netWork 200, all connected nodes Will hear the mes 
sage, but only the node Which matches the embedded address 
Will perform the required command and/ or respond With an 
acknoWledgement message indicating to the intelligent sen 
sor 100 that the message Was received. Additionally, the 
broadcast message can include a reserved address used for 
global messages indicating that the message is destined for all 
nodes on the bus 208. The connected node can decide (based 
on its particular individual con?guration) Whether the data 
should be used or discarded. 

[0038] Returning to FIG. 3, the main application in the 
unprotected program code 304 con?gures the processor 114 
to process received messages such as con?guration messages, 
control messages and sensor measurement request messages. 
The con?guration messages include operation parameters for 
con?guring the sensor operation such as the rate at Which it 
acquires measurement data and a schedule for acquiring the 
irrigation related data from the irrigation related data sensor. 
[0039] The main application also con?gures the processor 
114 to generate global or addressed messages indicating an 
internal fault condition or neW measurement data Which can 
either be current or historical. Fault conditions include poWer 
outages, faulty or broken messages, memory errors, inability 
to attain a measurement from the sensor hardWare 110, etc. 

[0040] Referring to FIG. 5, an exemplary message format 
for messages transmitted betWeen the intelligent sensor 100 
and one or more nodes on the netWork 200 Will be discussed. 
The messages generally include a STX block 502 including a 
character designating the start of text, a MSG BODY block 
504 including variable length mes sage content, an ETX block 
506 including a character designating the end of text, and 
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CHKH/CHKL blocks 508, 510 including a checksum of all 
bytes between STX and ETX (inclusive) or a cyclical redun 
dancy check which allows the recipient to con?rm the mes 
sage contents have not been corrupted in the delivery process. 
[0041] For network command or broadcast messages, the 
MSG BODY block 504 can include a source address of the 
node generating the message and a destination address for the 
destination node. The MSG BODY block 504 can further 
include a command code (i.e., 2 characterASCI) as well as the 
message data which can be formatted with 1 start bit, 8 data 
bits, no parity bit, and 1 stop bit. The default data rate can be 
9600 bps, although different baud rate settings are available. 
Multiple byte values (eg 16 bit integers) can be sent in 
big-endian format (MSByte ?rst). Example network com 
mand messages will be discussed below. 
[0042] The intelligent sensor 100 is con?gured to process a 
transmit con?guration request message received from 
another node requesting the sensor to transmit its con?gura 
tion settings. The sensor 100 can generate an acknowledge 
ment (ACK) message in reply to the transmit con?guration 
request message including the sensor type (PRO version or 
LITE version), sensor serial number, processor ?rmware ver 
sion, broadcast rate and baudrate. 
[0043] The intelligent sensor 100 is con?gured to process a 
write con?guration settings message received from another 
node transmitting write con?gurations to the intelligent sen 
sor 100. The write con?guration settings message can include 
the sensor address and broadcast rate. The intelligent sensor 
100 can generate an ACK message in reply to the write 
con?guration settings message. 
[0044] The intelligent sensor 100 is con?gured to process a 
reset message received from another node transmitting a reset 
command to the intelligent sensor 100 for resetting the pro 
cessor 114 into bootloader mode. The intelligent sensor 100 
can generate an ACK message to be sent in reply to the reset 
command message. 
[0045] The intelligent sensor 100 is con?gured to process 
an address setting command message received from another 
node for setting the address of the intelligent sensor 100 to a 
new designated address. The intelligent sensor 100 can gen 
erate anACK message to be sent in reply to the address setting 
command message. 
[0046] The intelligent sensor 100 is con?gured to process a 
read sensor status command message received from another 
node requesting the sensor to read the most recent measure 
ments. The message can include requested measurement 
value types such as: moisture; soil conductivity; soil tempera 
ture; and wetted front. The intelligent sensor 100 can generate 
an ACK message including the requested data to be sent in 
reply to the read sensor status command message. 

[0047] The processor 114 of the intelligent sensor 100 can 
be con?gured to process and/ or generate the above network 
command messages by executing the unprotected program 
code 304. 
[0048] As discussed above, the intelligent sensor 100 can 
also operate in a bootloader mode for downloading new pro 
gram code. Exemplary bootloader command messages that 
can be generated and/ or processed when the intelligent sensor 
100 operates in the bootloader mode will be discussed. 
[0049] The intelligent sensor 100 can be con?gured to pro 
cess a WRITE_DATA_BLOCK message received from 
another node specifying a block of data to be wrote to the 
program memory 300. The intelligent sensor 100 can gener 
ate an ACK_WRITE_DATA_BLOCK message con?rming 
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that the message data was reprogrammed and read back 
to/from the program memory. The intelligent sensor 100 can 

also generate a NACK_WRITE_DATA_BLOCK message 
indicating that a received WRITE_DATA_BLOCK message 
was rejected or was valid but the program operation did not 
complete properly. 
[0050] The intelligent sensor 100 can be con?gured to pro 
cess a READ_DATA_BLOCK message received from 
another node requesting a block of data to be read from the 
program memory. The intelligent sensor 100 can generate an 
ACK_READ_DATA_BLOCK acknowledging the READ_ 
DATA_BLOCK message and returning the requested data. 
The intelligent sensor 100 can also generate a NACK_RE 
AD_DATA_BLOCK message indicating that a received 
READ_DATA_BLOCK message was rejected. 
[0051] The intelligent sensor 100 can be con?gured to pro 
cess a START_APPLICATION message received from 
another node requesting the processor 114 to reset from boot 
loader mode to main application mode. The intelligent sensor 
100 can also generate an ACK_START_APPLICATION 
message for acknowledging reception of the START_APPLI 
CATION message or a NAK_START_APPLICATION mes 
sage for indicating that the received START_APPLICATION 
message was rejected. 

[0052] The intelligent sensor 100 can be con?gured to pro 
cess a START_SENSOR_BOOTLOADER message received 
from another node for requesting the processor 114 to reset 
from main application mode to bootloader mode. The intel 
ligent sensor 100 can also generate an ACK_START_SEN 
SOR_BOOTLOADER message for acknowledging recep 
tion of the START_SENSOR_BOOTLOADER message and 
to indicate that the bootloader mode is active or a NAK_ 
START_SENSOR_BOOTLOADER message indicating that 
the received START_SENSOR_BOOTLOADER message 
was rejected. 

[0053] The processor 114 of the intelligent sensor 100 can 
be remotely reprogrammed by another node on the network 
200 transmitting the START_SENSOR_BOOTLOADER 
message to the intelligent sensor 100. The intelligent sensor 
100 will transmit the ACK_START_SENSOR_BOOT 
LOADER message to the node in reply and begin to operate 
in the bootloader mode. The intelligent sensor 100 will stop 
operating in the bootloader mode and begin to operate in the 
main application mode after a predetermined time period if 
no WRITE_DATA_BLOCK or READ_DATA_BLOCK 
messages are received. 

[0054] The WRITE_DATA_BLOCK or READ_DATA_ 
BLOCK messages can include frames of a sensor code update 
?le in ASCII format with no delimiters. Each frame can be 
preceded by 4 characters indicating the frame length, in bytes. 
For example, a frame in which the 4 character ?eld is hexa 
decimal may be: 
00127C525F7AOD6C8A0782BDB7289Al78D8A6718. 
The 0012 is the frame length, in hexadecimal, specifying that 
the next 18 bytes (36 characters) complete the frame. 
[0055] A node can begin sending the frames, starting from 
the beginning of the ?le, within WRITE_DATA_BLOCK 
messages. The node will wait for an ACK message from the 
intelligent sensor 100 indicating a successful frame load 
before sending the next frame. The intelligent sensor 100 can 
respond with a NAK message to indicate a failed frame load. 
The node can then retry the operation, or, if it fails again, abort 
the download and inform the user that the update failed. 
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[0056] After all frames have been sent and acknowledged, 
the node can send the START_APPLICATION message to 
the intelligent sensor 100, Which can send the ACK message 
in response to indicate a successful update. 
[0057] Returning to FIG. 2, the intelligent sensors 100 are 
preferably operated remotely from another node in the net 
Work 200 such as the HH 204, the central computer 206, the 
satellite controller 202, to obtain sensor data. That is, the 
intelligent sensors 100 can share sensor data via the connec 
tion to the bus 208 of the netWork 200. A particular intelligent 
sensor 100 can be queried by other remote devices, or it can 
broadcast data on the netWork 200. As a result, only a single 
communication channel is required betWeen the intelligent 
sensor 100 and the netWork 200, thereby reducing system cost 
in comparison to the systems shoWn in FIGS. 6A-6B. 
[0058] Referring to FIGS. 2 and 7, the irrigation satellite 
?eld controllers 202 can include an interface 1010, a proces 
sor 1020 coupled to the interface 1010, and a memory 1030 
including instructions for con?guring the processor 1020. 
The interface 1010 couples a satellite controller 202 to valves 
210 and to the communication bus 208 of the netWork 200. 
The processor 1020 executes the instructions in the memory 
1030 to generate a control message requesting soil-related 
data from one of the intelligent sensors 100 coupled to the 
peer-to-peer distributed netWork 200. The interface 1010 
transmits the control message to the intelligent sensor 100 
and receives a broadcast message including the soil-related 
data in response to the control message. The processor 1020 
can also be con?gured to operate the valves in accordance 
With the broadcast message. 
[0059] Referring to FIGS. 2 and 8, a control device 1100, 
Which can be, for example, the HH 204 or the central com 
puter 206, can include an interface 1110, a processor 1120 
coupled to the interface 1110, and a memory 1130 including 
instructions for con?guring the processor 1120. The interface 
1110 couples the control device to the communication bus 
208 of the peer-to-peer distributed netWork 200. The proces 
sor 1120 is con?gured to generate a sensor control message to 
be transmitted by the interface 1110 to an intelligent sensor 
100 coupled to the netWork 200 to request soil-related data. 
The processor 1120 is also con?gured to generate an irriga 
tion control message to be transmitted by the interface to an 
irrigation satellite ?eld controller 210 by the interface. 
[0060] The control messages generated by the control 
device 1100 and the irrigation satellite ?eld controllers 202 
include the netWork commands and bootloader commands 
discussed above. 
[0061] For example, the control device 1100 or the ?eld 
controllers 202 can update the main application of a particular 
intelligent sensor 100 by transmitting the update ?le to the 
intelligent sensor Within WRITE_DATA_BLOCK mes sages. 
The control device 1100 can further generate control mes 
sages including an irrigation schedule to be sent to one of the 
?eld controllers 202 based upon sensor measurements 
received in the broadcast messages from the intelligent sensor 
100. The control messages can also be con?guration mes 
sages including a schedule for acquiring the soil related data 
from the moisture sensor and generating the broadcast mes 
sage. 
[0062] The number of intelligent sensors 100 is not limited 
to a speci?c ?eld controller 202, the ports of a speci?c ?eld 
controller 202 or manageable connections of the central com 
puter 206. Rather, the sensors 100 are global in scope to the 
netWork 200 and are only limited by the communication 
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channel (i.e. bandWidth or electrical loading) or the netWork’s 
addressable range. Additional sensors 100 can be added to the 
netWork 200 simply by linking to the existing bus 208. Fur 
ther, the ?rmware of the sensors 100 can be can be upgraded 
through the existing netWork bus 208 (remotely) as enhance 
ments are available. 

[0063] Thus, a signi?cant advantage, the ability to share 
system resources, is realiZed by utiliZing the peer-to-peer 
architecture. One or more, or all satellite controllers 202 and 
intelligent sensors 100 can be repeaters, and can maintain 
links to one or more, or all other satellite controllers 202 and 
intelligent sensors 100. One or more, or all satellite control 
lers 202 can obtain data from the intelligent sensors 100 to the 
bus 208. Further, if one of the intelligent sensors 100 includes 
a user interface, it can also read data from another intelligent 
sensor 100 connected to the bus 208. 
[0064] The term “irrigation related data” can refer to, for 
example, moisture data, soil conductivity, soil temperature, 
Wetted front data and/or soil salinity and variations and evo 
lutions thereof. The term “irrigation related data sensor” can 
refer to, for example, a sensor transducer for sensing the 
irrigation related data Which is deployed directly on, in or 
adjacent to soil and variations and evolutions thereof. 
[0065] The term “operation parameters” can refer to, for 
example, a schedule for acquiring the irrigation related data 
from the irrigation related data sensor and generating the 
broadcast message, the rate at Which it acquires measurement 
data and variations and evolutions thereof. 
[0066] The term “destination node” can refer to, for 
example, a node on the netWork 200 receiving a message from 
another node and variations and evolutions thereof. The term 
“irrigation system” can refer to, for example, an irrigation 
controller 202 and intelligent sensor 100 connected to the 
peer-to-peer distributed netWork and variations and evolu 
tions thereof. 
[0067] The term “source address” can refer to, for example, 
identi?cation information for a node on the netWork originat 
ing a message and variations and evolutions thereof. The term 
“destination address” can refer to, for example, identi?cation 
information for one or more nodes on the netWork 200 and 
variations and evolutions thereof. 
[0068] This disclosure is intended to explain hoW to fashion 
and use various embodiments in accordance With the inven 
tion rather than to limit the true, intended, and fair scope and 
spirit thereof. The invention is de?ned solely by the appended 
claims, as they may be amended during the pendency of this 
application for patent, and all equivalents thereof. The fore 
going description is not intended to be exhaustive or to limit 
the invention to the precise form disclosed. Modi?cations or 
variations are possible in light of the above teachings. The 
embodiment(s) Was chosen and described to provide the best 
illustration of the principles of the invention and its practical 
application, and to enable one of ordinary skill in the art to 
utiliZe the invention in various embodiments and With various 
modi?cations as are suited to the par‘ticularuse contemplated. 
All such modi?cations and variations are Within the scope of 
the invention as determined by the appended claims, as may 
be amended during the pendency of this application for 
patent, and all equivalents thereof, When interpreted in accor 
dance With the breadth to Which they are fairly, legally, and 
equitably entitled. 

1. An intelligent sensor including an irrigation related data 
sensor for sensing irrigation related data, the intelligent sen 
sor comprising: 
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an interface operable to transmit and receive communica 
tions over a communication bus of a peer-to-peer dis 

tributed network; 
a processor coupled to the interface and to the irrigation 

related data sensor for receiving the irrigation related 
data; and 

a memory coupled to the processor, the memory including 
instructions for con?guring the processor to generate a 
broadcast message including the irrigation related data, 
wherein the interface transmits the broadcast message to 
a destination node coupled to the peer-to-peer distrib 
uted network via the communication bus. 

2. The intelligent sensor of claim 1, wherein the broadcast 
message includes a source address of the intelligent sensor 
and a destination address indicative of the destination node. 

3. The intelligent sensor of claim 1, wherein the interface is 
further for receiving a con?guration message including 
operation parameters, and the processor is con?gured to gen 
erate the broadcast message in accordance with the operation 
parameters, wherein the operation parameters include a 
schedule for acquiring the irrigation related data from the 
irrigation related data sensor and generating the broadcast 
message. 

4. The intelligent sensor of claim 1, wherein the irrigation 
related data includes data representative of one of soil mois 
ture, soil conductivity, soil temperature, wetted front data and 
soil salinity. 

5. The intelligent sensor of claim 1, wherein the processor 
is further con?gured to store a historical log of the soil related 
data from the irrigation related data sensor in the memory. 

6. The intelligent sensor of claim 1, wherein: 
the interface is further for receiving a data write message 

from another destination node specifying data to be writ 
ten into the memory via the communication bus, 
wherein the processor is further con?gured to write the 
data speci?ed in the data write message in the memory; 
and 

the interface is further for receiving a data read message 
from the another destination node specifying data to be 
read from the memory via the communication bus, 
wherein the processor is further con?gured to read the 
data speci?ed in the data read message from the 
memory. 

7. The intelligent sensor of claim 6, wherein the processor 
is further con?gured to generate an acknowledgement mes 
sage including the data speci?ed in the data read message, 
wherein the interface transmits the acknowledgement mes 
sage to the another destination node via the communication 
bus. 

8. The intelligent sensor of claim 1, 
wherein the processor is con?gured to operate in a main 
mode for generating the broadcast message including 
the soil related data and a bootloader mode for uploading 
or downloading an application, 

wherein the interface is further for receiving a bootloader 
mode message from another destination node via the 
communication bus and the processor is con?gured to 
operate in the bootloader mode in response to the boot 
loader mode message, 

wherein the interface is further for receiving an update ?le 
including the application from the another destination 
node, and the processor is con?gured to store the appli 
cation in the memory. 
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9. The intelligent sensor of claim 1, wherein: 
the interface receives a control message from a control 

device or an irrigation satellite ?eld controller coupled to 
the peer-to-peer distributed network via the communi 
cation bus, the control message including operation 
parameters, and the processor is con?gured to generate 
the broadcast message in accordance with the operation 
parameters, wherein the operation parameters include a 
schedule for acquiring the irrigation related data from 
the irrigation related data sensor and generating the 
broadcast message; and 

the destination node is the control device or the irrigation 
satellite ?eld controller. 

10. An irrigation satellite ?eld controller operatively 
coupled to one or more valves of an irrigation system, com 
prising: 

an interface operable to transmit and receive communica 
tions over a communication bus of a peer-to-peer dis 

tributed network; 
a processor coupled to the interface; and 
a memory coupled to the processor, the memory including 

instructions for con?guring the processor to generate a 
control message requesting irrigation related data from 
an intelligent sensor coupled to the peer-to-peer distrib 
uted network, 

wherein the interface transmits the control message to the 
intelligent sensor, and receives a broadcast message 
including the irrigation related data in response to the 
control message via the communication bus. 

11. The irrigation satellite ?eld controller of claim 10, 
wherein the processor is further con?gured to operate the one 
or more valves in accordance with the broadcast message. 

12. The irrigation satellite ?eld controller of claim 10, 
wherein the processor is further con?gured to generate a 
sensor control message specifying a schedule for acquiring 
irrigation related data and generating a broadcast message 
including the irrigation related data, and the interface trans 
mits the sensor control message to the intelligent sensor. 

13. The irrigation satellite ?eld controller of claim 10, 
wherein the interface receives an irrigation control message 
from a control device coupled to the communication bus of a 
peer-to-peer distributed network, wherein the processor is 
further con?gured to operate the one or more valves in accor 
dance with the irrigation control message, wherein the irriga 
tion control message speci?es an irrigation schedule. 

14. A control device for an irrigation management system 
comprising: 

an interface operable to transmit and receive communica 
tions over a communication bus of a peer-to-peer dis 

tributed network; 
a processor coupled to the interface; and 
a memory coupled to the processor, the memory including 

instructions for con?guring the processor to generate a 
sensor control message requesting irrigation related data 
from an intelligent sensor coupled to the peer-to-peer 
distributed network; and 

wherein the interface transmits the sensor control message 
to the intelligent sensor via the communication bus of 
the peer-to-peer distributed network. 

15. The control device of claim 14, wherein the processor 
is further con?gured to generate an irrigation control message 
specifying an irrigation schedule for an irrigation controller 
coupled to the peer-to-peer distributed network, wherein the 
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interface transmits the irrigation control message to the irri 
gation controller via the communication bus of the peer-to 
peer distributed netWork. 

16. The control device of claim 14, Wherein the processor 
is further con?gured to generate a data read message speci 
fying data to be read from a memory of the intelligent sensor. 

17. The control device of claim 14, Wherein the processor 
is further con?gured to generate a bootloader mode message 
for con?guring the intelligent sensor to operate in a boot 
loader mode. 

18. The control device of claim 14, Wherein the processor 
is further con?gured to generate a data Write message speci 
fying data to be Written into a memory of the intelligent 
sensor. 
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19. The control device of claim 18, Wherein the data of the 
data Write message includes an update ?le including an appli 
cation, and the interface transmits the data Write message to 
the intelligent sensor. 

20. The control device of claim 15, Wherein the interface 
receives a broadcast message from the intelligent sensor 
including irrigation related data, Wherein the processor is 
further con?gured to generate the irrigation control message 
in accordance With the irrigation related data, Wherein the 
sensor control message further speci?es a schedule for 
acquiring the irrigation related data and generating a broad 
cast message including the irrigation related data. 

* * * * * 
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