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PITCH DELAY MODIFICATION DURING 
FRAME ERASURES 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application is related to Application Ser. No. 08/482 
715, entitled “Adaptive codebook-Based Speech Compres 
sion System,” ?led on even date herewith, which is incor 
porated by reference as if set forth fully herein. 

FIELD OF THE INVENTION 

The present invention relates generally to speech coding 
arrangements for use in communication systems, and more 
particularly to the ways in which such speech coders func 
tion in the event of burst-like errors in transmission. 

BACKGROUND OF THE INVENTION 

Many cormnunication systems, such as cellular telephone 
and personal communications systems, rely on wireless 
channels to communicate information. In the course of 
communicating such information, wireless cormnunication 
channels can suffer from several sources of error, such as 
multipath fading. These error sources can cause, among 
other things, the problem of frame erasure. Erasure refers to 
the total loss or whole or partial corruption of a set of bits 
communicated to a receiver. A frame is a predetermined 
?xed number of bits which may be communicated as a block 
through a communication channel. A frame may therefore 
represent a time-segment of a speech signal. 

If a frame of bits is totally lost, then the receiver has no 
bits to interpret. Under such circumstances, the receiver may 
produce a meaningless result If a frame of received bits is 
corrupted and therefore unreliable, the receiver may produce 
a severely distorted result. In either case, the frame of bits 
may be thought of as “erased” in that the ?ame is unavail 
able or unusable by the receiver. 
As the demand for wireless system capacity has increased, 

a need has arisen to make the best use of available wireless 
system bandwidth. One way to enhance the e?icient use of 
system bandwidth is to employ a signal compression tech 
nique. For wireless systems which carry speech signals, 
speech compression (or speech coding) techniques may be 
employed for this purpose. Such speech coding techniques 
include analysis-by-synthesis speech coders, such as the 
well-known Code-Excited Linear Prediction (or CELP) 
speech coder. 
The problem of packet loss in packet-switched networks 

employing speech coding arrangements is very similar to 
?ame erasure in the wireless context. That is, due to packet 
loss, a speech decoder may either fail to receive a frame or 
receive a frame having a signi?cant number of missing bits. 
In either case, the speech decoder is presented with the same 
essential problem——the need to syn?iesize speech despite the 
loss of compressed speech information. Both “frame era 
sure” and “packet loss” concern a communication channel 
(or network) problem which causes the loss of transmitted 
bits. For purposes of this description, the term “?ame 
erasure” may be deemed to include “packet loss.” 
Among other things, CELP speech coders employ a 

codebook of excitation signals to encode an original speech 
signal. These excitation signals, scaled by an excitation gain, 
are used to “excite” ?lters which synthesize a speech signal 
(or some precursor to a speech signal) in response to the 
excitation. The synthesized speech signal is compared to the 
original speech signaL The codebook excitation signal is 
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2 
identi?ed which yields a synthesized speech signal which 
most closely matches the original signal. The identi?ed 
excitation signal’s codebook index and gain representation 
(which is often itself a gain codebook index) are then 
communicated to a CELP decoder (depending upon the type 
of CELP system, other types of information, such as linear 
prediction (LPC) ?lter coef?cients, may be communicated 
as well). The decoder contains codebooks identical to those 
of the CELP coder. The decoder uses the transmitted indices 
to select an excitation signal and gain value. This selected 
scaled excitation signal is used to excite the decoder’s LPC 
?lter. Thus excited, the LPC ?lter of the decoder generates 
a decoded (or quantized) speech signal-the same speech 
signal which was previously determined to be closest to the 
original speech signal. ' 

Some CELP systems also employ other components, such 
as a periodicity model (e.g., a pitch-predictive ?lter or an 
adaptive codebook). Such a model simulates the periodicity 
of voiced speech. In such CELP systems, parameters relating 
to these components must also be sent to the decoder. In the 
case of an adaptive codebook, signals representing a pitch 
period (delay) and. adaptive codebook gain must also be sent 
to the decoder so that the decoder can recreate the operation 
of the adaptive codebook in the speech synthesis process. 

Wireless and other systems which employ speech coders 
may be more sensitive to the problem of ?ame erasure than 
those systems which do not compress speech. This sensi 
tivity is due to the reduced redundancy of coded speech 
(compared to uncoded speech) making the possible loss of 
each transmitted bit more signi?cant. In the context of a 
CELP speech coders experiencing frame erasure, excitation 
signal codebook indices and other signals representing 
speech in the frame may be either lost or substantially 
corrupted preventing proper synthesis of speech at the 
decoder. For example, because of the erased frame(s), the 
CELP decoder will not be able to reliably identify which 

' entry in its codebook should be used to synthesize speech. 
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As aresult, speech coding system performance may degrade 
signi?cantly. 

Because frame erasure causes the loss of excitation signal 
codebook indicies, LPC coe?icients, adaptive codebook 
delay information, and adaptive and ?xed codebook gain 
information, normal techniques for synthesizing an excita 
tion signal in a speech decoder are ineffective. Therefore, 
these normal techniques must be replaced by alternative 
measures. 

SUMMARY OF THE INVENTION 

The present invention addresses the problem of the lack of 
codebook gain information during ?ame erasure. In accor 
dance with the present invention, a codebook-based speech 
decoder which fails to receive reliably at least a portion of 
a current frame of compressed speech information uses a 
codebook gain which is an attenuated version of a gain ?om 
a previous ?ame of speech. 
An illustrative embodiment of the present invention is a 

speech decoder which includes a codebook memory and a 
signal ampli?er. The memory and ampli?er are use in 
generating a decoded speech signal based on compressed 
speech information. The compressed speech information 
includes a scale-factor for use by the ampli?er in scaling a 
codebook vector. When a frame erasure occurs, a scale 
factor corresponding to a previous ?ame of speech is 
attenuated and the attenuated scale factor is used to amplify 
the codebook vector corresponding to the current erased 
frame of speech. Speci?c details of an embodiment of the 
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present invention are presented in section II.D. of the 
Detailed Description set forth below. 
The present invention is applicable to both ?xed and 

adaptive codebook processing, and also to systems which 
insert decoder systems or other elements (such as a pitch 
predictive ?lter) between a codebook and its ampli?er. See 
section ]1.B.l of the Detailed Description for a discussion 
relating to the present invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 presents a block diagram of a G.729 Draft decoder 
modi?ed in accordance with the present invention. 

FIG. 2 presents an illustrative wireless communication 
system employing the embodiment of the present invention 
presented in FIG. 1. 

FIG. 3 presents a block diagram of a conceptual G.729 
CELP synthesis model. 

FIG. 4 presents the signal ?ow at the G.729 CS-ACELP 
encoder. 

FIG. 5 presents the signal ?ow at the G.729 CS-ACELP 
encoder. 

FIG. 6 presents an illustration of windowing in LP anayl 
sis. 

DETAILED DESCRIPTION 

1. Introduction 

The present invention concerns the operation of a speech 
coding system experiencing frame erasure—that is, the loss 
of a group of consecutive bits in the compressed bit-stream, 
which group is ordinarily used to synthesize speech. ‘The 
description which follows concerns features of the present 
invention applied illustratively to an 8 kbit/s CELP speech 
coding system proposed to the [PU for adoption as its 
international standard G.729. For the convenience of the 
reader, a preliminary draft recommendation for the G.729 
standard is provided in Section III. Sections 111.3 and 111.4 
include detailed descriptions of the speech encoder and 
decoder, respectively. The illustrative embodiment of the 
present invention is directed to modi?cations of normal 
G.729 decoder operation, as detailed in G.729 Draft section 
4.3. No modi?cations to the encoder are required to imple 
ment the present invention. 
The applicability of the present invention to the proposed 

G.729 standard notwithstanding, those of ordinary skill in 
the art will appreciate that features of the present invention 
have applicability to other speech coding systems. 
Knowledge of the erasure of one or more frames is an 

input signal, e, to the illustrative embodiment of the present 
invention. Such knowledge may be obtained in any of the 
conventional ways well-known in the art. For example, 
whole or partially corrupted frames may be detected through 
the use of a conventional error detection code. When a frame 
is determined to have been erased, e=1 and special proce 
dures are initiated as described below. Otherwise, if not 
erased (e=0) normal procedures are used. Conventional error 
protection codes could be implemented as part of a conven 
tional radio transmission/reception subsystem of a wireless 
communication system. _ 

In addition to the application of the full set of remedial 
measures applied as the result of an erasure (e=l), the 
decoder employs a subset of these measures when a parity 
error is detected A parity bit is computed based on the pitch 
delay index of the ?rst of two subframes of a frame of coded 
speech. See Subsection I]1.3.7.l. This parity bit is computed 
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4 
by the decoder and checked against the parity bit received 
from the encoder. If the two parity bits are not the same, the 
delay index is said to be corrupted (PE-=1, in the 
embodiment) and special processing of the pitch delay is 
invoked. 

For clarity of explanation, the illustrative embodiment of 
the present invention is presented as comprising individual 
functional blocks. The functions these blocks represent may 
be provided through the use of either shared or dedicated 
hardware, including, but not limited to, hardware capable of 
executing software. For example, the blocks presented in 
FIG. 1 may be provided by a single shared processor. (Use 
of the term “processor" should not be construed to refer 
exclusively to hardware capable of executing software.) 

Illustrative embodiments may comprise digital signal 
processor (DSP) hardware, such as the A£[‘&T DSP16 or 
DSP32C, read-only memory (ROM) for storing software 
performing the operations discussed below, and random 
access memory (RAM) for storing DSP results. Very large 
scale integration (VLSI) hardware embodiments, as well as 
custom VLSI circuitry in combination with a general pur 
pose DSP circuit, may also be provided. 
IL An Illustrative Embodiment 

FIG. 1 presents a block diagram of a G.729 Draft decoder 
modi?ed in accordance with the present invention (FIG. 1 is 
a version of FIG. 5 (showing the signal flow at the G.729 
CS-ACELP encoder) that has been augmented to more 
clearly illustrate features of the claimed invention). In nor 
mal operation (i.e., without experiencing frame erasure) the 
decoder operates in accordance with the description pro 
vided in Subsections l]1.4.l-Il1.4.2. During frame erasure, 
the operation of the embodiment of FIG. 1 is augmented by 
special processing to make up for the erasure of information 
from the encoder. 
A. Normal Decoder Operation 
The encoder described in Section 111 provides a frame of 

data representing compressed speech every 10 ms. The 
frame comprises 80 bits and is detailed in Tables 1 and 9 of 
Section III. Each 80-bit frame of compressed speech is sent 
over a communication channel to a decoder which synthe 
sizes a speech (representing two subframes) signals based on 
the frame produced by the encoder. The channel over which 
the frames are communicated (not shown) may be of any 
type (such as conventional telephone networks, packet 
based networks, cellular or wireless networks, ATM 
networks, etc.) and/or may comprise a storage medium (such 
as magnetic storage, semiconductor RAM or ROM, optical 
storage such as CD-ROM, etc.). ' 
The illustrative decoder of FIG. 1 includes both an 

adaptive codebook (ACB) portion and a ?xed codebook 
(FCB) portion. The ACE portion includes ACB 50 and a 
gain ampli?er 55. The FCB portion includes a FCB 10, a 
pitch predictive ?lter (PPF) 20, and gain ampli?er 30. The 
decoder decodes transmitted parameters (see Section 1114.1) 
and performs synthesis to obtain reconstructed speech. 
The FCB 10 operates in response to an index, I, sent by 

the encoder. Index I is received through switch 40. The FCB 
10 generates a vector, c(n), of length equal to a subframe. 
See Section 111412. This vector is applied to the PPF 20. 
PPF 20 operates to yield a vector for application to the FCB 
gain ampli?er 30. See Sections IIL3.8 and Il1.4.1.3. The 
ampli?er, which applies a gain, g, from the channel, gen 
erates a scaled version of the vector produced by the PPF 20. 
See Section 1114.13. The output signal of the ampli?er 30 
is supplied to summer 85 (through switch 42). 
The gain applied to the vector produced by PPF 20 is 

determined based on information provided by the encoder. 
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This information is communicated as codebook indices. The 
decoder receives these indicies and synthesizes a gain cor 
rection factor, See Section HI.4.1.4. This gain correction 
factor, 'Ay, is supplied to code vector prediction energy (E-) 
processor 120. E-processor 120 determines a value of the 
code vector predicted error energy, R, in accordance with the 
following expression: 

The value of R is stored in a processor buffer which holds 
the ?ve most recent (successive) values of 1A1. R0‘) represents 
the predicted error energy of the ?xed code vector at 
subframe n. The predicted mean-removed energy of the 
codevector is formed as a weighted sum of past values of R: 

where b=[0.68 0.58 0.34 0.19] and where the past values of 
R are obtained ?om the buffer. This predicted energy is then 
output from processor 120 to a predicted gain processor 125. 

Processor 125 determines the actual energy of the code 
vector supplied by codebook 10. This is done according to 
the following expression: 

39 2 40 go“), 

where i indexes the samples of the vector. The predicted gain 
is then computed as follows: 

where E is the mean energy of the FCB (e.g., 30 dB) 
Finally, the actual scale factor (or gain) is computed by 

multiplying the received gain correction factor, 7 by the 
predicted gain, g'c at multiplier 130. This value is then 
supplied to ampli?er 30 to scale the ?xed codebook contri 
bution provided by PPF 20. 

Also provided to the summer 85 is the output signal 
generated by the ACE portion of the decoder. The ACE 
portion comprises the ACB 50 which generates a excitation 
signal, v(n), of length equal to a subframe based on past 
excitation signals and the ACE pitch-period, M, received 
(through switch 43) ?om encoder via the channel. See 
Subsection IIL4.1.1. This vector is scaled by ampli?er 250 
based on gain factor, gp, received over the channel. This 
scaled vector is the output of the ACE portion. 
Summer 85 generates an excitation signal, u(n), in 

response to signals from the FCB and ACE portions of the 
decoder. The excitation signal, u(n), is applied to an LPC 
synthesis ?lter 90 which synthesizes a speech signal based 
on LPC coef?cients, a,-, received over the channel. See 
Subsection 11I.4.1.6. 

Finally, the output of the LPC synthesis ?lter 90 is 
supplied to a post processor 100 which performs adaptive 
post?lten'ng (see Subsections 1I[.4.2.1—11I.4.2.4, high-pass 
?ltering (see Subsections 1114.2.5), and up-scaling (see 
Subsections ]II.4.2.5). . 
B. Excitation Signal Synthesis During Frame Erasure 

In the presence of ?ame erasures, the decoder of FIG. 1 
does not receive reliable information (if it receives anything 
at all) from which an excitation signal, u(n), may be syn 
thesized. As such, the decoder will not know which vector 
of signal samples should be extracted ?om codebook 10, or 
what is the proper delay value to use for the adaptive 
codebook 50. In this case, the decoder must obtain a 
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6 
substitute excitation signal for use in synthesizing a speech 
signal. The generation of a substitute excitation signal 
during periods of ?ame erasure is dependent on whether the 
erased ?ame is classi?ed as voiced (periodic) or unvoiced 
(aperiodic). An indication of periodicity for the erased frame 
is obtained ?om the post processor 100, which classi?es 
each properly received frame as periodic or aperiodic. See 
Subsection 1114.2.1. The erased frame is taken to have the 
same periodicity classi?cation as the previous ?ame pro 
cessed by the post?lter. The binary signal representing 
periodicity, v, is determined according to post?lter variable 
g i,. Signal v=l if gpip0; else, v=0. As such, for example, if 
e last good frame was classi?ed as periodic, v=l; other 

wise v=0. 
l. Erasure of Frames Representing Periodic Speech 

For an erased frame (e=1) which is thought to have 
represented speech which is periodic (v=1), the contribution 
of the ?xed codebook is set to zero. This is accomplished by 
switch 42 which switches states (in the direction of the 
arrow) from its normal (biased) operating position coupling 
ampli?er 30 to summer 85 to a position which decouples the 
?xed codebook contribution from the excitation signal, u(n). 
This switching of state is accomplished in accordance with 
the control signal developed by AND-gate 110 (which tests 
for the condition that the frame is erased, e=1, and it was a 
periodic ?ame, v=l). On the other hand, the contribution of 
the adaptive codebook is maintained in its normal operating 
position by switch 45 (since e=l but not_v=0). 
The pitch delay, M, used by the adaptive codebook during 

an erased ?ame is determined by delay processor 60. Delay 
processor 60 stores the most recently received pitch delay 
?om the encoder. This value is overwritten with each 
successive pitch delay received. For the ?rst erased frame 
following a “good” (correctly received) ?ame, delay pro 
cessor 60 generates a value for M which is equal to the pitch 
delay of the last good ?ame (i.e., the previous ?ame). To 
avoid excessive periodicity, for each successive erased 
?ame processor 60 increments the value of M by one (1). 
The processor 60 restricts the value of M to be less than or 
equal to 143 samples. Switch 43 effects the application of 
the pitch delay ?om processor 60 to adaptive codebook 50 
by changing state from its normal operating position to its 
“voiced frame erasure” position in response to an indication 
of an erasure of a voiced frame (since s=l and v=l). 
The adaptive codebook gain is also synthesized in the 

event of an erasure of a voiced frame in accordance with the 
procedure discussed below in section C. Note that switch 44 
operates identically to switch 43 in that it effects the appli 
cation of a synthesized adaptive codebook gain by changing 
state from its normal operating position to its “voiced frame 
erasure” position. 
2. Erasure of Frames Representing Aperiodic Speech 

For an erased ?ame (e=1) which is thought to have 
represented speech which is aperiodic (v=0), the contribu 
tion of the adaptive codebook is set to zero. This is accom 
plished by switch 45 which switches states (in the direction 
of the arrow) ?om its normal (biased) operating position 
coupling ampli?er 55 to summer 85 to a position which 
decouples the adaptive codebook contribution ?om the 
excitation signal, u(n). This switching of state is accom 
plished in accordance with the control signal developed by 
AND- gate 75 (which tests for the condition that the frame is 
erased, e=1, and it was an aperiodic frame, not_v=1). On the 
other hand, the contribution of the ?xed codebook is main 
tained in its normal operating position by switch 42 (since 
e=1 but v=0). 
The ?xed codebook index, I, and codebook vector sign 

are not available do to the erasure. In order to synthesize a 
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?xed codebook index and sign index from which a codebook 
vector, c(n), could be determined, a random number gen 
erator 45 is used. The output of the random number gen 
erator 45 is coupled to the ?xed codebook 10 through switch 
40. Switch 40 is normally is a state which couples index I 
and sign information to the ?xed codebook. However, gate 
47 applies a control signal to the switch which causes the 
switch to change state when an erasure occurs of an aperi 
odic frame (e=1 and not__v=1). 
The random number generator 45 employs the function: 

to generate the ?xed codebook index and sign. The initial 
seed value for the generator 45 is equal to 21845. For a given 
coder sub?ame, the codebook index is the 13 least signi? 
cant bits of the random number. The random sign is the 4 
least signi?cant bits of the next random number. Thus the 
random number generator is run twice for each ?xed code 
book vector needed. Note that a noise vector could have 
been generated on a sample-by-sample basis rather than 
using the random number generator in combination with the 
FCB. 
The ?xed codebook gain is also synthesized in the event 

of an erasure of an aperiodic frame in accordance with the 
procedure discussed below in section D. Note that switch 41 
operates identically to switch 40 in that it effects the appli 
cation of a synthesized ?xed codebook gain by changing 
state ?om its normal operating position to its “voiced frame 
erasure” posin'on. 

Since PPF 20 adds periodicity (when delay is less than a 
sub?ame), PPF 20 should not be used in the event of an 
erasure of an aperiodic frame. Therefore switch 21 selects 
either the output of FCB 10 when F0 or the output of PPF 
20 when e=1. 
C. LPC Filter Coefficients for Erased Frames 
The excitation signal, u(n), synthesized during an erased 

frame is applied to the LPC synthesis ?lter 90. As with other 
components of the decoder which depend on data from the 
encoder, the LPC synthesis ?lter 90 must have substitute 
LPC coef?cients, a,-, during erased ?ames. This is accom 
plished by repeating the LPC coefficients of the last good 
?ame. LPC coe?icients received ?om the encoder in a 
non-erased frame are stored by memory 95. Newly received 
LPC ooe?icients overwrite previously received coe?icients 
in memory 95. Upon the occurrence of a frame erasure, the 
coe?icients stored in memory 95 are supplied to the LPC 
synthesis ?lter via switch 46. Switch 46 is normally biased 
to couple LPC coef?cients received in a good frame to the 
?lter 90. However, in the event of an erased frame (e=1), the 
switch changes state (in the direction of the arrow) coupling 
memory 95 to the ?lter 90. 
D. Attenuation of Adaptive and Fixed Codebook Gains 
As discussed above, both the adaptive and ?xed code 

books 50, 10 have a corresponding gain ampli?er 55, 30 
which applies a scale factor to the codebook output signal. 
Ordinarily, the values of the scale factors for these ampli?ers 
is supplied by the encoder. However, in the event of a frame 
erasure, the scale factor information is not available ?om the 
encoder. Therefore, the scale factor information must be 
synthesized. 
For both the ?xed and adaptive codebogks, the synthesis 

of the scale factor is accomplished by attenuation processors 
65 and 115 which scale (or attenuate) the value of the scale 
factor used in the previous sub?ame. Thus, in the case of a 
?ame erasure following a good frame, the value of the scale 
factor of the ?rst subframe of the erased ?ame for use by the 
ampli?er is the second scale factor ?om the good frame 
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8 
multiplied by an attenuation factor. In the case of successive 
erased sub?ames, the later erased sub?ame (sub?ame u) 
uses the value of the scale factor ?om the former erased 
sub?ame (sub?ame n-l) multiplied by the attenuation 
factor. This technique is used no matter how many succes 
sive erased frames (and sub?arnes) occur. Attenuation pro 
cessors 65, 115 store each new scale factor, whether received 
in a good ?ame or synthesized for an erased frame, in the 
event that the next sub?ame will be en erased sub?ame. 

Speci?cally, attenuation processor 115 synthesizes the 
?xed codebook gain, gc, for erased subframe n in accordance 
with: 

Attenuation processor 65 synthesizes the adaptive codebook 
gain, gp, for erased subframe n in accordance with: 

In addition, processor 65 limits (or clips) the value of the 
synthesized gain to be less than 0.9. The process of attenu 
ating gains is performed to avoid undesired perceptual 
effects. 
E. Attenuation of Gain Predictor Memory 
As discussed above, there is a buffer which forms part of 

E-Processor 120 which stores the ?ve most recent values of 
the prediction error energy. This buffer is used to predict a 
value for the predicted energy of the code vector from the 
?xed codebook. 

However, due to frame erasure, there will be no informa 
tion communicated to the decoder ?om the encoder ?om 
which new values of the prediction error energy. Therefore, 
such values will have to be synthesized. This synthesis is 
accomplished by E-processor 120 according to the following 
expression: 

Thus, a new value for 1A1”) is computed as the average of the 
four previous values of R less 4 dB. The attenuation of the 
value of I? is performed so as to ensure that once a good 
frame is received undesirable speech distortion is not cre 
ated. The value of the synthesized R is limited not to fall 
below —14 dB. 
F. An Illustrative Wireless System 
As stated above, the present invention has application to 

wireless speech communication systems. FIG. 2 presents an 
illustrative wireless communication system employing an 
embodiment of the present invention. FIG. 2 includes a 
transmitter 600 and a receiver 700. An illustrative embodi 
ment of the transmitter 600 is a wireless base station. An 
illustrative embodiment of the receiver 700 is a mobile user 
terminal, such as a cellular or wireless telephone, or other 
personal communications system device. (Naturally, a wire 
less base station and user terminal may also include receiver 
and transmitter circuitry, respectively.) The transmitter 600 
includes a speech coder 610, which may be, for example, a 
coder according to Section 111. The transmitter further 
includes a conventional channel coder 620 to provide error 
detection (or detection and correction) capability; a conven 
tional modulator 630; and conventional radio transmission 
circuitry; all well known in the art. Radio signals transmitted 
by transmitter 600 are received by receiver 700 through a 
transmission channel. Due to, for example, possible destruc 
tive interference of various multipath components of the 
transmitted signal, receiver 700 may be in a deep fade 
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preventing the clear reception of transmitted bits. Under 
such circumstances, frame erasure may occur. 

Receiver 700 includes conventional radio receiver cir 
cuitry 710, conventional demodulator 720, channel decoder 
730, and a speech decoder 740 in accordance with the 
present invention. Note that the channel decoder generates a 
frame erasure signal whenever the channel decoder deter 
mines the presence of a substantial number of bit errors (or 
unreceived bits). Alternatively (or in addition to a frame 
erasure signal from the channel decoder), demodulator 720 
may provide a frame erasure signal to the decoder 740. 
G. Discussion 

Although speci?c embodiments of this invention have 
been shown and described herein, it is to be understood that 
these embodiments are merely illustrative of the many 
possible speci?c arrangements which can be devised in 
application of the principles of the invention. Numerous and 
varied other arrangements can be devised in accordance with 
these principles by those of ordinary skill in the art without 
departing from the spirit and scope of the invention. 

In addition, although the illustrative embodiment of 
present invention refers to codebook “ampli?ers,” it will be 
understood by those of ordinary skill in the art that this term 
encompasses the scaling of digital signals. Moreover, such 
scaling may be accomplished with scale factors (or gains) 
which are less than or equal to one (including negative 
values), as well as greater than one. 
The following section of the detailed description contains 

the G729 Draft. This document, at the time of the ?ling of 
the present application, is intended to be submitted to a 
standards body of The International Telecormnunications 
Union (II‘U), and provides a more complete description of 
an illustrative S kbit/s speech coding system which employs, 
inter alia, the principles of the present invention. 

III. 1 INTRODUCTION 

This Recommendation contains the description of an algo 
rithm for the coding of speech signals at 8 kbit/s using 
Conjugate-Structure-Algebraic-Code-Excited Linear 
Predictive (CS-ACELP) coding. 

This coder is designed to operate with a digital signal 
obtained by ?rst performing telephone bandwidth ?ltering 
(ITU Rec. 6.710) of the analog input signal, then sampling 
it at 8000 Hz, followed by conversion to 16 bit linear PCM 
for the input to the encoder. The output of the decoder should 
be converted back to an analog signal by similar means. 
Other input/output characteristics, such as those speci?ed by 
II‘U Rec. G.711 for 64 kbit/s PCM data, should be converted 
to 16 bit linear PCM before encoding, or from 16 bit linear 
PCM to the appropriate format after decoding. The bitstrearn 
from the encoder to the decoder is de?ned within this 
standard. 

This Recommendation is organized as follows: Subsec 
tion 1112 gives a general outline of the CS-ACELP algo 
rithm. In Subsections I[[.3 and I114, the CS-ACELP encoder 
and decoder principles are discussed, respectively. Subsec 
tion 111.5 describes the software that de?nes this coder in 16 
bit ?xed point arithmetic. 

11.2 GENERAL DESCRIPTION OF THE CODER 

The CS-ACELP coder is based on the code-excited linear 
predictive (CF, LP) coding model. The coder operates on 
speech frames of 10 ms corresponding to 80 samples at a 
sampling rate of 8000 samples/sec. For every 10 msec 
frame, the speech signal is analyzed to extract the param 
eters of the CELP model (LP ?lter coe?icients, adaptive and 
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10 
?xed codebook indices and gains). These parameters are 
encoded and transmitted. The bit allocation of the coder 
parameters is shown in Table 1. At the decoder, these 
parameters are used to retrieve the excitation and synthesis 
?lter 

TABLE 1 

Bit allocation of the 8 kbit/s CS-ACELP algorithm (10 msec ?ame}. 

Total 
Subframe Subframe per 

Parameter Codeword l 2 frame 

LSP L0, L1. L2, L3 18 
Adaptive codebook delay P1, P2 8 5 13 
Delay parity P0 1 1 
Fixed codebook index C1, C2 13 13 26 
Fixed codebook sign S1, S2 4 4 8 
Codebook gains (stage 1) GAl, GAZ 3 3 6 
Codebook gains (stage 2) 6131, GB2 4 4 3 

Total 80 

parameters. The speech is reconstructed by ?ltering this 
excitation through the LP synthesis ?lter, as is shown in FIG. 
3. The short-term synthesis ?lter is based on a 10th order 
linear prediction (LP) ?lter. The long-term, or pitch synthe 
sis ?lter is implemented using the so-called adaptive code 
book approach for delays less than the subframe length. 
After computing the reconstructed speech, it is further 
enhanced by a post?lter. 

I[[.2.1 Encoder 

The signal ?ow at the encoder is shown in FIG. 4. The input 
signal is high-pass ?ltered and sealed in the pre-processing 
block. The pre-processed signal serves as the input signal for 
all subsequent analysis. LP analysis is done once per 10 ms 
frame to compute the LP ?lter coe?icients. These coeffi 
cients are converted to line spectrum pairs (LSP) and 
quantized using predictive two-stage vector quantization 
(VQ) with 18 bits. The excitation sequence is chosen by 
using an analysis-by-synthesis search procedure in which 
the error between the original and synthesized speech is 
minimized according to a perceptually weighted distortion 
measure. This is done by ?ltering the error signal with a 
perceptual weighting ?lter, whose coef?cients are derived 
from the unquantized LP ?lter. The amount of perceptual 
weighting is made adaptive to improve the performance for 
input signals with a ?at frequency-response. 
The excitation parameters (?xed and adaptive codebook 

parameters) are determined per subframe of 5 ms (40 
samples) each. The quantized and unquantized LP ?lter 
coe?icients are used for the second subframe, while in the 
?rst subframe interpolated LP ?lter coe?icients are used 
(both quantized and unquantized). An open-loop pitch delay 
is estimated once per 10 ms frame based on the perceptually 
weighted speech signal. Then the following operations are 
repeated for each subframe. The target signal z(n) is com 
puted by ?ltering the LP residual through the weighted 
synthesis ?lter W(z)/A(z). The initial states of these ?lters 
are updated by ?ltering the error between LP residual and 
excitation. This is equivalent to the common approach of 
subtracting the zero-input response of the weighted synthe 
sis ?lter from the weighted speech signal. The impulse 
response, h(n), of the weighted synthesis ?lter is computed. 
Closed-loop pitch analysis is then done (to ?nd the adaptive 
codebook delay and gain), using the target x(n) and impulse 
response h(n), by searching around the value of the open 
loop pitch delay. A fractional pitch delay with V1 resolution 
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is used. The pitch delay is encoded with 8 bits in the ?rst 
sub?'ame and diiferentially encoded with 5 bits in the second 
subframe. The target signal x(n) is updated by removing the 
adaptive codebook contribution (?ltered adaptive 
codevector), and this new target, x2(n), is used in the ?xed 
algebraic codebook search (to ?nd the optimum excitation). 
An algebraic codebook with 17 bits is used for the ?xed 
codebook excitation. The gains of the adaptive and ?xed 
codebook are vector quantized with 7 bits, (with MA pre 
diction applied to the ?xed codebook gain). Finally, the ?lter 
memories are updated using the determined excitation sig 
nal. 

11.2.2 Decoder 

The signal ?ow at the decoder is shown in FIG. 5. First, the 
parameters indices are extracted from the received bit 
strearn. These indices are decoded to obtain the coder 
parameters corresponding to a 10 ms speech frame. These 
parameters are the LSP coe?icients, the 2 fractional pitch 
delays, the 2 ?xed codebook vectors, and the 2 sets of 
adaptive and ?xed codebook gains. The LSP coe?icients are 
interpolated and converted to LP ?lter coefficients for each 
subframe. Then, for each 40-sample subframe the following 
steps are done: 

the excitation is constructed by adding the adaptive and 
?xed codebook vectors scaled by their respective gains, 

the speech is reconstructed by ?ltering the excitation 
through the LP synthesis filter, 

the reconstructed speech signal is passed through a post 
processing stage, which comprises of an adaptive post 
?lter based on the long-term and short-term synthesis 
?lters, followed by a high-pass ?lter and scaling opera 
tion. 

lII.2.3 Delay 

This coder encodes speech and other audio signals with 10 
ms frames. In addition, there is a look-ahead of 5 ms, 
resulting in a total algorithmic delay of 15 ms. All additional 
delays in a practical implementation of this coder are due to: 

processing time needed for encoding and decoding 
operations, 

transmission time on the communication link, 

multiplexing delay when combining audio data with other 
data. 

111.2.4 Speech Coder Description 

The description of the speech coding algorithm of this 
Recommendation is made in terms of bit-exact, ?xed-point 
mathematical operations. The ANSI C code indicated in 
Subsection 111.5, which constitutes an integral part of this 
Recommendation, re?ects this bit-exact, ?xed-point descrip 
tive approach. The mathematical descriptions of the encoder 
(Subsection 111.3), and decoder (Subsection 111.4), can be 
implemented in several other fashions, possibly leading to a 
codec implementation not complying with this Recommen 
dation. Therefore, the algorithm description of the C code of 
Subsection 111.5 shall take precedence over the mathematical 
descriptions of Subsections 111.3 and 111.4 whenever discrep 
ancies are found. A non-exhaustive set of test sequences 
which can be used in conjunction with the C code are 
available from the ITU 

I[I.2.5 Notational Conventions 

Throughout this document it is tried to maintain the follow 
ing notational conventions. 

25 

30 

35 

45 

55 

65 

12 
Codebooks are denoted by caligraphic characters (e.g. C). 
Time signals are denoted by the symbol and the sample 

time index between parenthesis (e.g. s(n)). The symbol 
n is used as sample instant index. 

Superscript time indiees (e.g go”) refer to that variable 
corresponding to subframe m. 

Superscripts identify a particular element in a coei?cient 
array. 

A identi?es a quantized version of a parameter. 

Range notations are done using square brackets, where 
the boundaries are included (e.g. [0.6, 0.9]). 

log denotes a logarithm with base 10. 
Table 2 lists the most relevant symbols used throughout this 
document. A glossary of the most 

TABLE 2 

Glosm of smbols. 

Name Reference Description 

1/A(z) Eq. (2) LP synthesis ?lter 
Hh1(z) Eq. (1) input high-pass ?lter 
H,,(z) Eq. (77) pitch post?lter 
HA2) Eq. (83) short-term post?lter 
R(z) Eq. (85) tilt-compensation ?lter 
Hh2(z) Eq. (90) output high-pass ?lter 
P(z) Eq. (46) pitch ?lter 
W(z) Eq. (27) weighting ?lter 

relevant signals is given in Table 3. Table 4 summarizes 
relevant variables and their dimension. Constant parameters 
are listed in Table 5. The acronyms used in this Recommen 
dation are summarized in Table 6. 

TABLE 3 

610 of s' 

Name Description 

h(n) impulse response of weighting and synthesis ?lters 
r(k) auto-correlation sequence 
r’(k) modi?ed auto-correlation sequence 
R(k) correlation sequence 
sw(n) weighted speech signal 
s(n) speech signal 
s'(n) windowed speech signal 
sf(n) post?ltered output 
st‘(n) gain-scaled post?ltered output 
s(n) reconstnmted speech signal 
(in) residual sigml 
x(n) target signal 
x2(n) second target signal 
v(n) adaptive codebook connibution 
c(n) ?xed codebook contribution 
V01) v(n) "‘ h(n) 
Z01) c(l1) ‘ h(n) 
u(n) excitation 110 LP synthesis ?lter 
d(n) correlation between target signal and h(n) 
ew(n) error signal 

TABLE 4 

Glossiry of variables. 

Name Size Description 

gl, 1 adaptive codebook gain 
go 1 ?xed codebook gain 
go 1 modi?ed gain for pitch post?lter 
gph 1 pitch gain for pitch post?lter 
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TABLE 4-continued 

Glos of variables. 

Name Size Description 

g; 1 gain term short-term post?lter 
gt 1 gain term tilt post?lter 
TDP 1 open-loop pitch delay 
ai 10 LP coe?icients 
k; 10 re?ection coe?icients 
o; 2 LAR coe?icients 
w-l 10 LSF normalized frequencies 
q; 10 LSP coe?icients 
r(k) l1 correlation coet?cients 
w-l 10 LSP weighting coe?icients 
l; 10 LSP quantizer output 

TABLE 5 

Glossg of constants. 

Name Value Description 

f, 8000 sampling frequency 
f0 60 bandwidth expansion 
71 094/098 weight factor perceptual weighting ?lter 
'yz 0.60/[0.4—0.7] weight ?ictor perceptual weighting ?lter 
7“ 0.55 weight factor post ?lter 
7,; 0.70 weight factor post ?lter 
7? 0.50 weight factor pitch post ?lter 
y: 0.90/02 weight factor tilt post ?lter 
C Table 7 ?xed (algebraic) codebook 
ID Section 3.2.4 moving average predictor codebook 
Ll Section 3.2.4 First stage LSP codebook 
L2 Section 3.2.4 Second stage LSP codebook (low part) 
L3 Section 3.2.4 Second stage LSP codebook (high part) 
GA Section 3.9 First stage gain codebook 
GB Section 3.9 Second stage gain eodebook 
whg Eq. (6) correlation lag window 
wk, Eq. (3) LPC analysis window 

TABLE 6 

Glow of acronymg. 

Acronym Description 

CELP code-excited linear-prediction 
MA moving average 
MSB most signi?cant bit 
LP linear prediction 
LSP line spectral pair 
LSF line spectral frequency 
VQ vector quantization 

I113 FUNCTIONAL DESCRIPTION OF THE 
ENCODER 

In this section we describe the di?erent functions of the 
encoder represented in the blocks of FIG. 3. 

1113.1 Pre-Processing 

As stated in Subsection I[I.2, the input to the speech encoder 
is assumed to be a 16 bit PCM signal. 'Ivvo pro-processing 
functions are applied before the encoding process: 1) signal 
scaling, and 2) high-pass ?ltering. 
The scaling consists of dividing the input by a factor 2 to 

reduce the possibility of over?ows in the ?xed-point imple 
mentation. The high-pass ?lter serves as a precaution against 
undesired low-frequency components. A second order pole/ 
zero ?lter with a cuto? frequency of 140 HZ is used. Both 
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the scaling and high-pass ?ltering are combined by dividing 
the coe?icients at the numerator of this ?lter by 2. The 
resulting ?lter is given by 

0.46363718 — 0.92724705z'1 + 04636371824 (1) 

l — 1.9059465z'1 + 091140242‘:1 

The input signal ?ltered through Hh1(z) is referred to as s(n), 
and will be used in all subsequent coder operations. 

110.1(1) = 

I[[.3.2 Linear Prediction Analysis and Quantization 

The short-term analysis and synthesis ?lters are based on 
10th order linear prediction (LP) ?lters. The LP synthesis 
?lter is de?ned as 

" _ 1O .. 

Ac 1. E W 
i=1 

(2) 
a 

where a, i=1, . . . , 10, are the (quantired) linear prediction 
(LP) coefficients. Short-term prediction, or linear prediction 
analysis is performed once per speech frame using the 
autocorrelation approach with a 30 ms asymmetric window. 
Every 80 samples (10 ms), the autocorrelation coefficients of 
windowed speech are computed and converted to the LP 
coe?icients using the Levinson algorithm. Then the LP 
coe?icients are transformed to the LSP domain for quanti 
zation and interpolation purposes. The interpolated quan 
tized and unquantized ?lters are converted back to the LP 
?lter coe?icients (to construct the synthesis and weighting 
?lters at each subframe). 

]]I.3.2.l Windowing and Autocorrelation 
Computation 

The LP analysis window consists of two parts: the ?rst part 
is half a Hamming window and the second part is a quarter 
of a cosine function cycle. The window is given by: 

(3) 
0.S4—0.46cos( g; n=0,...,199, 

w1p(n)= 

COS(M), n=200,._..239. 159 

There is a 5 ms lookahead in the LP analysis which means 
that 40 samples are needed from the future speech frame. 
This translates into an extra delay of 5 ms at the encoder 
stage. The LP analysis window applies to 120 samples from 
past speech frames, 80 samples from the present speech 
frame, and 40 samples from the future frame. The window 
ing in LP analysis is illustrated in FIG. 6. 
The autocorrelation coe?icients of the windowed speech 

s’(n)=w,p(n)s(n), n=0, . . . 7239, (4) 

are computed by 

(5) 

To avoid arithmetic problems for low-level input signals the 
value of r(0) has a lower boundary of r(0)=l.0. A 60 Hz 
bandwidth expansion is applied, by multiplying the auto 
correlaion coe?icients with 

2W. (6) 

where f0=60 Hz is the bandwidth expansion and fs=8000 Hz 
is the sampling frequency. Further, r(0) is multiplied by the 
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white noise correction factor 1.0001, which is equivMent to 
adding a noise ?oor at -40 dB. 

1113.2.2 Levinson-Durbin Algorithm 

The modi?ed autocorrelation coe?icients 

r'(0)=1.0001 ,(0) 

are used to obtain the LP ?lter coe?icients ai, i=1, . . . , 10, 

by solving the set of equations 

(8) 

The set of equations in (8) is solved using the Levinson 
Durbin algorithm. This algorithm uses the following recur 
sion: 

if E(i) < 0 then E(z) = 0.01 

The ?nal solution is given as aJ=aJ-(1°), j=1, . . . , 10. 

E323 LP to LSP Conversion 

The LP?lter coe?icients ai, i=1, . . . , 10 are converted to the 

line spectral pair (LSP) representation for quantization and 
interpolation purposes. For a 10th order LP ?lter, the LSP 
coe?cients are de?ned as the roots of the sum and diiference 
polynomials 

and 

respectively. The polynomial F‘ 1(z) is symmetric, and F2(z) 
is antisymmetric. It can be proven that all roots of these 
polynomials are on the unit circle and they alternate each 
other. F',(z) has a root z=—1 ((o=1t) and F2(z) has a root 2:1 
((0:0). To eliminate these two roots, we de?ne the new 
polynomials 

Each‘ polynomial has 5 conjugate roots on the unit circle 
(em), therefore, the polynomials can be written as 

(13) 
11(1) = n 

i=1,3,...,9 
(1— 24-1-1 +r2) 

and 
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-continued 

(14) 
F2(Z)= 1'1 (l-lqrl?-z), 

i=2,4,...,10 

where ql=cos(co,.) with to,- being the line spectral frequencies 
(LSF) and they satisfy the ordering property 0<ro,-<(n2<. . 
.<(n10<1t. We refer to q, as the LSP coe?icients in the cosine 
domain. 

Since both polynomials F1(z) and 112(2) are symmetric 
only the ?rst 5 coe?icients of each polynomial need to be 
computed. The coe?icients of these polynomials are found 
by the recursive relations 

where f1(0)= 2(0)=1.0. The LSP coefficients are found by 
evaluating the polynomials F1(z) and F2(z) at 60 points 
equally spaced between 0 and 1t and checking for sign 
changes. A sign change signi?es the existence of a root and 
the sign change interval is then divided 4 times to better 
track the root. The Chebyshev polynomials are used to 
evaluate F1(z) and F2(z). In this method the roots are found 
directly in the cosine domain {qi}. The polynomials F1(z) or 
F2(z), evaluated at z=e"'", can be written as 

where Tm(x)=cos(rnco) is the mth order Chebyshev 
polynomial, and f(i), i=1, . . . ,5, are the coe?icients of either 

F1(z) or F2(z), computed using the equations in (15). The 
polynomial C(x) is evaluated at a certain value of x=cos((o) 
using the recursire relation: 

with initial values b5=1 and b6=0. 

1113.2.4 Quantization of the LSP Coe?icients 

The LP ?lter coe?icients are quantized using the LSP 
representation in the frequency domain; that is 

(18) 

where (o,- are the line spectral ?equencies (LSF) in the 
normalized frequency domain [0, 11:]. A switched 4th order 
MA prediction is used to predict the current set of LSF 
coe?icients. The difference between the computed and pre 
dicted set of coe?icients is quantized using a two-stage 
vector quantizer. The ?rst stage is a IO-dimensional VQ 
using codebook L1 with 128 entries (7 bits). The second 
stage is a 10 bit VQ which has been implemented as a split 
VQ using two S-dimensional codebooks, L2 and L3 con 
taining 32 entries (5 bits) each. 
To explain the quantization process, it is convenient to 

?rst describe the decoding process. Each coe?icient is 
obtained from the sum of 2 codebooks: 

where L1, L2, and L3 are the codebook indices. To avoid 
sharp resonances in the quantized LP synthesis ?lters, the 

comm-(g1), i=1, . . . ,10, 

(19) 
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coef?cients l,- are arranged such that adjacent coe?icients 
have a minimum distance of J. The rearrangement routine is 
shown below: 

This rearrangement process is executed twice. First with a 
value of J=0.000l-, then with a value of J=0.000095. 

After this rearrangement process, the quantized LSF coef 
?cients 6,0") for the current frame 11, are obtained from the 
weighted sum of previous quantizer outputs l('"_")), and the 
current quantizer output 1"”) 

where mil‘ are the coefficients of the switched MA predictor. 
Which MA predictor to use is de?ned by a separate bit L0. 
At startup the initial values of 1}") are given by l,=i1t/1l for 
all k<0. 

After computing 6,, the corresponding ?lter is checked 
for stability. This is done as follows: 

1. Order the coe?icient (T3,- in increasing value, 
2. If 550.005 then 650.005, 
3. If 6i+1—6i<0.0001, then EHFZSi-I-QOOOI i=1, . . . ,9, 

4. If Falo>3.l35 then 51o=3.l35. 
The procedure for encoding the LSF parameters can be 

outlined as follows. For each of the two MA predictors the 
best approximation to the current LSF vector has to be 
found. The best approximation is de?ned as the one that 
minimizes a weighted mean-squared error 

10 . (21) 
ELPC = IE1 Wan): — mi): 

The weights to,- are made adaptive as a function of the 
unquantized LSF coe?icients, 

a 

In addition, the weights m5 and (06 are multiplied by 1.2 
each. ’ 

The vector to be quantized for the current frame is 
obtained from 

(22) 

10((1); — 0.0411: — l)2 + 1 otherwise 

1O(03i+1 — (Di-1 — 1)2 + 1 otherwise 

10(—m9 + 09211: — 1)2 + 1 otherwise 

, 10. (23) 

The ?rst codebook L1 is searched and the entry L1 that 
minimizes the (unweighted) meansquared error is selected. 
This is followed by a search of the second codebook L2, 
which de?nes the lower part of the second stage. For each 
possible candidate, the partial vector i=1, . . . ,5 is recon 
structed using Eq. (20), and rearranged to guarantee a 
minimum distance of 0.0001. The vector with index L2 
which after addition to the ?rst stage candidate and 

25 

35 

45 

50 

55 

65 

18 
rearranging, approximates the lower part of the correspond 
ing target best in the weighted MSE sense is selected. Using 
the selected ?rst stage vector L1 and the lower part of the 
second stage (L2), the higher part of the second stage is 
searched from codebook L3. Again the rearrangement pro 
cedure is used to guarantee a minimum distance of 0.0001. 
The vector L3 that minimizes the overall weighted MSE is 
selected. 

This process is done for each of the two MA predictors 
de?ned by L0, and the MA predictor L0 that produces the 
lowest weighted MSE is selected. 

1113.2.5 Interpolation of the LSP Coe?icients 

The quantized (and unquantized) LP coe?icients are used for 
the second subframe. For the ?rst subframe, the quantized 
(and unquantized) LP coe?icients are obtained from linear 
interpolation of the corresponding parameters in the adjacent 
subframes. The interpolation is done on the LSP coefficients 
in the q domain. Let qf’") be the LSP coe?icients at the 2nd 
subframe of frame In, and qfm?) the LSP coe?icients at the 
2nd subframe of the past frame (m-l). The (unquantized) 
interpolated LSP coe?icients in each of the 2 subframes are 
given by 

SubframeZ: Q2": 91'' i=1,...,10. 

The same interpolation procedure is used for the interpola 
tion of the quantized‘ LSP coe?idents by substituting qi by 
6.- in Eq- (24) 

I[[.3.2.6 LSP to LP Conversion 

Once the LSP coe?icients are quantized and interpolated, 
they are converted back to LP coef?cients {a}. The con 
version to the LP domain is done as follows. The coe?icients 
of F1(z) and F2(z) are found by expanding Eqs. (13) and (14) 
knowing the quantized and interpolated LSP coefficients. 
The following recursive relation is used to compute f1(i), 
i=1, . . . ,5, from q, 

1'10) =f1(D - 2421-030 - 1) +f10' - 2) 
end 

end 

with initial values f1(0)=l and f1(-l)=0. The coe?icients 
f2(i) are computed similarly by replacing q2i_1 by q;,-. 

Once the coe?icients f1(i) and f2(i) are found, F1(z) and 
F2(z) are multiplied by 1+2‘1 and l--z_1 respectively, to 
obtain F1(z) and F'z(z); that is 

am =fr® +f1(i — 1), i= 1, r r - , 5, (75) 

19(1) =f2(0 —f2(i— 1), i= 1, - - r , 5 

Finally the LP coef?cients are found by 

(26) 0.5 f1'(i) + 0.5 f?r), 

”‘ : O.5f1'(i - 5) - 055(1- _ s), , 10. 

This is directly derived from the relation A(z)=(I-l‘1(z)-l-F2 
(z))/2, and because F1(z) and F'-2(z) are symmetric and 
antisymmetric polynomials, respectively. 

i=1,... 

IIL3 .3 Perceptual Weighting 

The perceptual weighting ?lter is based on the unquantized 
LP ?lter coe?icients and is given by 
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The values of 71 and 72 determine the frequency response of 
the ?lter W(z). By proper adjustment of these variables it is 
possible to make the weightihg more effective. This is 
accomplished by making ‘Y1 and 72 a function of the spectral 
shape of the input signal. This adaptation is done once per 
10 ms frame, but an interpolation procedure for each ?rst 
subframe is used to smooth this adaptation process. The 
specu'al shape is obtained from a 2nd-order linear prediction 
?lter, obtained as a by product from the Levinson-Durbin 
recursion (Subsection I[[.3.2.2). The re?ection coe?icients 
k,-, are converted to Log Area Ratio (LAB,) coel?cients o, by 

(1.0 +k,-) (28) 
0; = 108 

These LAB, coefficients are used for the second subframe. 
The LAB, coe?icients for the ?rst subframe are obtained 
through linear interpolation with the LAB, parameters from 
the previous frame, and are given by: 

i=1,2. 

The spectral envelope is characterized as being either ?at 
(?at=l) or tilted (?at=0). For each subframe this character 
ization is obtained by applying a threshold function to the 
LAR coe?icients. To avoid rapid changes, a hysteresis is 
used by taking into account the value of ?at in the previous 
subframe (m-l), - 

If the interpolated spectrum for a subframe is classi?ed as 
?at (?at("')=1), the weight factors are set to 750.94 and 
Y2=0.6. If the spectrum is classi?ed as tilted (?at("')=0), the 
value of 71 is set to 0.98, and the value of ‘Y2 is adapted to 
the strength of the resonances in the LP synthesis ?lter, but 
is bounded between 0.4 and 0.7. If a strong resonance is 
present, the value of Y2 is set closer to the upperbound. ‘This 
adaptation is achieved by a criterion based on the minimum 
distance between 2 successive LSP coef?cients for the 
current subframe. The minimum distance is given by 

d,_h=min[m,+,—m,]i=l, . . . ,9. (31) 

The following linear relation is used to compute ‘Y2: 

Y2=6.0'd,,,,,+1.0, and 0.4§'y2§0.7 (32) 

The weighted speech signal in a subframe is given by 

The weighted speech signal sw(n) is used to ?nd an esti 
mation of the pitch delay in the speech frame. 

111.3 .4 Open-Loop Pitch Analysis 
To reduce the complexity of the search for the best adaptive 
codebook delay, the search range is limited around a can 
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didate delay Tap, obtained from an open-loop pitch analysis. 
This open-loop pitch analysis is done once per frame (10 
ms). The open-loop pitch estimation uses the weighted 
speech signal sw(n) of Eq. (33), and is done as follows: In 
the ?rst step, 3 maxima of the correlation 

are found in the following three ranges 

i=l:8o,...,143, 
i=2:40,...,79, 
i=3:20,...,39. 

The retained maxima R(t,-), i=1, . . . , 3, are normalized 

through 

Rift-hi, i=1,...,3, (35) 
q >3»sw2(n—n) 

The winner among the three normalized correlations is 
selected by favoring the delays wi?i the values in the lower 
range. This is done by weighting the normalized correlations 
corresponding to the longer delays. The best open-loop 
delay Top is determined as follows: 

R'(T.,,) I R01) 
if R0,) ; 0.85R(T°,,) 

R'(Top) = R'(¢z) 
T0,, = :2 

end 
if R'(t3) ; 0.85R(T,p) 

R'(To,,) = R03) 
Top = :3 

end 

This procedure of dividing the delay range into 3 sections 
and favoring the lower sections is used to avoid choosing 
pitch multiples. 

III.3.5 Computation of the Impulse Response 

The impulse response, h(n), of the weighted synthesis ?lter 
W(z)/A(z) is computed for each subframe. This impulse 
response is needed for the search of adaptive and ?xed 
codebooks. The irnpuise response h(n) is computed by 
?ltering the vector of coefficients of the ?lter A(Z/’Y1) 
extended by zeros through the two ?lters 1/A(z) and 1/A(7/ 
Y2) 

IlI.3.6Computation of the Target Signal 

The target signal x(n) for the adaptive codebook search is 
usually computed by subtracting theAzero-input response of 
the weighted synthesis ?lter W(Z)/A(Z)=A(Z/Y1)/[A(Z)A(Z/ 
72)] from the weighted speech signal sw(n) of Eq. (33). This 
is done on a subframe basis. 

All equivalent procedure for computing the target signal, 
which is used in this Recommendation, is the ?ltering of the 
LP residual signal r(n) through the combination of synthesis 
?lter 1/A(z) and the weighting ?lter A(z/y1)/A(z/Y2). After 
determining the excitation for the subframe, the initial states 
of these ?lters are updated by ?ltering the difference 
between the LP residual and excitation. The memory update 
of these ?lters is explained in Subsection IELELIO. 
The residual signal r(n), which is needed for ?nding the 

target vector is also used in the adaptive codebook search to 
extend the past excitation buffer. This simpli?es the adaptive 
codebook search procedure for delays less than the subframe 
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size of 40 as will be explained in the next section. The LP 
residual is given by 

1113.7 Adaptive-Codebook Search 

The adaptive-codebook parameters (or pitch parameters) are 
the delay and gain. In the adaptive codebook approach for 
implementing the pitch ?lter, the excitation is repeated for 
delays less than the subframe length. In the search stage, the 
excitation is extended by the LP residual to simplify the 
closed-loop search. The adaptive-codebook search is done 
every (5 ms) subframe. In the ?rst subframe, a fractional 
pitch delay T1 is used with a resolution of 1/3 in the range 
[19%, 843/3] and integers only in the range [85, 143]. For the 
second subframe, a delay T2 with a resolution of 1/3 is always 
used in the range [(int)T1—-53/3, (int)T1+43/3] , where (int)T1 is 
the nearest integer to the fractional pitch delay T1 of the ?rst 
subframe. This range is adapted for the cases Where T1 
straddles the boundaries of the delay range. 
For each subframe the optimal delay is determined using 

close&loop analysis that minimizes the weighted mean 
squared error. In the ?rst subframe the delay T1 is found be 
searching a small range (6 samples) of delay values around 
the open-loop delay Top (see Subsection D137). The search 
boundaries tmin and tm are de?ned by 

ifr,,,,-,,<20thent,,,i,l=2O 
rm, : in + 6 
if 2,“, > 143 then 

a,” = 143 
a...“ = 4....» — 6 

end 

For the second subframe, closed-loop pitch analysis is done 
around the pitch selected in the ?rst subframe to ?nd the 
optimal delay T2. The search boundaries are between tum-Z 3 
and tm-t-l/a, Where tmin and tum are derived from T1 as 
follows: 

rm, = (int)T] — 5 

iftmh<20then ¢M=20 
‘max = ‘min + 9 
if tn,“ > 143 then 

gm = 143 

tmin : ‘mu _ 9 

end 

‘The closed-loop pitch search minimizes the mean-squared 
Weighted error between the original and synthesized speech. 
This is achieved by maximizing the term 

s29 (37) 
“:0 amt”) 

l 329 "=0 ammo) 

where x(n) is the target signal and yk(n) is the past ?ltered 
excitation ae delay it (past excitation convolved with h(n)). 
Note that the search range is limited around a preselected 
value, which is the open-loop pitch Top for the ?rst 
subframe, and T1 for the second subframe. 
The convolution yk(n) is computed for the delay tW-n, and 

for the other integer delays in the search range k=t,,,,-,‘+l, . . 
. , tm it is updated using the recursive relation 

(33) 
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22 
where u(n), n=—143, . . . ,39, is the excitation buffer, and 
yk_1(-1)=0. Note that in the search stage, the samples u(n), 
n=0, .' . . ,39 are not known, and they are needed for pitch 
delays less than 40. To simplify the search, the LP residual 
is copied to u(n) to make the relation in Eq. (38) valid for all 
delays. 

For the determination of T2, and T1 if the optimum integer 
closed-loop delay is less than 84, the fractions around the 
optimum integer delay have to be tested. The fractional pitch 
search is done by interpolating the normalized correlation in 
Eq. (37) and searching for its maximum. The interpolation 
is done using a FIR ?lter b12 based on a Hamming win 
dowed sine function with the sine truncated at ill and 
padded with zeros at $12 (b12(12)=O). The ?lter has its 
cut-oif frequency (-3 dB) at 3600 Hz in the oversampled 
domain. The interpolated values of R(k) for the fractions 
—3/3, —‘/1, 0, 1/3, and 2/3 are obtained using the interpolation 
formula 

where t=0, l, 2 corresponds to the fractions 0, 1/3, and 2/3, 
respectively. Note that it is necessary to compute correlation 
terms in Eq. (37) using a range t,m-n-4,tm+4, to allow for 
the proper interpolation. ‘ 

111.3 .7.1 Generation of the Adaptive Codebook 
Vector 

Once the noninteger pitch delay has been determined, the 
adaptive codebook vector v(n) is computed by interpolating 
the past excitation signal u(n) at the given integer delay k 
and fraction t 

The interpolation ?lter b30 is based on a Hamming win 
dowed sine functions with the sine truncated at i29 and 
padded with zeros at £0 (b3O(3O)=0). The ?lters has a 
cut-off frequency (—3 dB) at 3600 Hz in the oversampled 
domain. , 

I|1.3.7.2 Codeword Computation for Adaptive 
Codebook Delays 

The pitch delay T1 is encoded with 8 bits in the ?rst 
subframe and the relative delay in the second subframe is 
encoded with 5 bits. A fractional delay T is represented by 
its integer part (int)T, and a fractional part frac/3, frac=—l, 
O, l. The pitch index P1 is now encoded as 

((int)T1 - 19m +fmc - 1, (41) 

ifTl= [19, . . . , 8S],frac=[—l,0, 1] 

((int)Tl - 85) + 197. 

The value of the pitch delay T2 is encoded relative to the 
value of T1. Using the same interpretation as before, the 
fractional delay T2 represented by its integer part (int)T2, 
and a fractional part frac/3, frar=—1, 0, l, is encoded as 

P2=((i'lf)T2—Im.-..)*3t?w+2 

Where tmin is derived from T1 as before. 

(42) 
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To make the coder more robust against random bit errors, 
a parity bit P0 is computed on the delay index of the ?rst 
subframe. The parity bit is generated through an XOR 
operation on the 6 most signi?cant bits of P1. At the decoder 
this parity bit is recomputed and if the recomputed value 
does not agree with the transmitted value, an error conceal 
ment procedure is applied. 

III.3.7.3 Computation of the Adaptive-Codebook 
Gain 

Once the adaptive-codebook delay is determined, the 
adaptive-codebook gain gp is computed as 

39 (43) 
E0 $01M") 

3,: " , boundedby0§g,§1.2, 

where y(n) is the ?ltered adaptive codebook vector (zero 
state response of W(z)/A(z) to v(n)). This vector is obtained 
by convolving v(n) with h(n) 

Note that by maximizing the term in Eq. (37) in most cases 
gp>0z In case the signal contains only negative correlations, 
the value of gp is set to 0. 

111.3.8 Fixed Codebook: Structure and Search 

The ?xed codebook is based on an algebraic codebook 
structure using an interleaved single-pulse permutation 
(ISPP) design. In this codebook, each codebook vector 
contains 4 non-zero pulses. Each pulse can have either the 
amplitudes +1 or —l, and can assume the positions given in 
Table 7. 
The codebook vector c(n) is constructed by taking a zero 

vector, and putting the 4 unit pulses at the found locations, 
multiplied with their corresponding sign. 

where 5(0) is a unit pulse. A special feature incorporated in 
the codebook is that the selected codebook vector is ?ltered 
through an adaptive pre-?lter P(z) which enhances harmonic 
components to improve the synthesized speech quality. Here 
the ?lter 

P(z)=1/(1-az-1) (46) 

TABLE 7 

Structure of ?xed codebook C. 

Pulse Sign Positions 

l0 s0 0, 5, 10, 15, 20, 25, 30, 35 
11 s1 1, 6, 11, 16, 21, 26, 31, 36 
12 s2 2, 7, 12, 17, 22, 27, 32, 37 
13 3, 8, 13, 18, 23, 28, 33, 38 

4, 9, 14, 19, 24, 29, 34, 39 

is used, where T is the integer component of the pitch delay 
of the current subframe, and [i is a pitch gain. The value of 
B is made adaptive by using the quantized adaptive code 
book gain from the previous subframe bounded by 0.2 and 

This ?lter enhances the harmonic structure for delays less 
than the subframe size of 40. This modi?cation is incorpo 
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24 
rated in the ?xed codebook search by modifying the impulse 
response h(n), according to 

IlI.3.8.1 Fixed-Codebook Search Procedure 

The ?xed codebook is searched by minimizing the mean 
squared error between the weighted input speech sw(n) of 
Eq. (33), and the weighted reconstructed speech. The target 
signal used in the closed-loop pitch search is updated by 
subtracting the adaptive codebook contribution. That is 

where y(n) is the ?ltered adaptive codebook vector of Eq. 
(44). 
The matrix H is de?ned as the lower triangular Toepliz 

convolution matrix with diagonal h(O) and lower diagonals 
h(l), . . . , h(39). If ck is the algebraic codevector at index k, 
then the codebook is searched by maximizing the term 

2 (50) ' 

1 

Ck: 
E1: 

where d(n) is the correlation between the target signal x2(n) 
and the impulse response h(n), and Q=H'H is the matrix of 
correlations of h(n). The signal d(n) and the matrix Q are 
computed before the codebook search. The elements of d(n) 
are computed from 

and the elements of the symmetric matrix Q are computed 
by 

Note that only the elements actually needed are computed 
and an e?icient storage procedure has been designed to 
speed up the search procedure. 
The algebraic structure of the codebook C allows for a fast 

search procedure since the codebook vector ck contains only 
four nonzero pulses. The correlation in the numerator of Eq. 
(50) for a given vector ck is given by . 

where m,- is the position of the ith pulse and a,- is its 
amplitude. The energy in the denominator of Eq. (50) is 
given by 

To simplify the search procedure, the pulse amplitudes are 
predetermined by quantizing the signal d(n). This is done by 
setting the amplitude of a pulse at a certain position equal to 
the sign of d(n) at that position. Before the codebook search, 
the following steps are done. First, the signal d(n) is decom 
posed into two signals: the absolute signal d‘(n)=ld(n)| and 
the sign signal sign[d(n)]. Second, the matrix Q is modi?ed 
by including the sign information; that is, ' 

To remove the factor 2 in Eq. (54) 
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The correlation in Eq. (53) is now given by 

+¢'(mrm)i*l>'(mrmel+¢'(na»me)r (58) 

Afocused search approach is used to further simplify the 
search procedure. In this approach‘a procomputed threshold 
is tested before entering the last loop, and the loop is entered 
only if this threshold is exceeded. The maximum number of 
times the loop can be entered is ?xed so that a low 
percentage of the codebook is searched. The threshold is 
computed based on the correlation C. The maximum abso 
lute correlation and the average correlation due to the 
contribution of the ?rst three pulses, max3 and ava, are found 
before the codebook search. The threshold is given by 

thr3-—-av3+K3(max3—av3). (59) 

The fourth loop is entered only if the absolute correlation 
(due to three pulses) exceeds thrs, where 0§K3<1. The value 
of K3 controls the percentage of codebook search and it is set 
here to 0.4. Note that this results in a variable search time, 
and to further control the search the number of times the last 
loop is entered (for the 2 subframes) cannot exceed a certain 
maximum, which is set here to 180 (the average worst case 
per subfrarne is 90 times). 

1113.8.2 Codeword Computation of the Fixed 
Codebook 

The pulse positions of the pulses i0, i1, and i2, are encoded 
with 3 bits each, while the position of i3 is encoded with 4 
bits. Each pulse amplitude is encoded with 1 bit. This gives 
a total of 17 bits for ?re 4 pulses. By de?ning s=l if the sign 
is positive and s=0 is the sign is negative, the sign codeword 
is obtained from 

111.3.9 Quantization of the Gains 

The adaptive-codebook gain (pitch gain) and the ?xed 
(algebraic) codebook gain are vector quantized using 7 bits. 
The gain codebook search is done by minimizing the mean 
squared weighted error between original and reconstructed 
speech which is given by 

where x is the target vector (see Subsection 1113.6), y is the 
?ltered adaptive codebook vector of Eq. (44), and z is the 
?xed codebook vector convolved with h(n), 
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z(n)=i=§0¢(0h(n—i) n=0,. . . , 39. (63) 

I[[.3.9.1 Gain Prediction 

The ?xed codebook gain gc can be expressed as 

85782, 

where g‘.c is a predicted gain based on previous ?xed 
codebook energies, and 'y is a correction factor. 
The mean energy of the ?xed codebook contribution is 

given by 

E=10l0g(—1410—;§)q1). (65) 
After scaling the vector c, with the ?xed codebook gain gc, 
the energy of the scaled ?xed codebook is given by 20 log 
gc+E. Let E0") be the mean-removed energy (in dB) of the 
(scaled) ?xed codebook contribution at subframe m, given 
by 

where F=30 dB is the mean energy of the ?xed codebook 
excitation. The gain gs can be expressed as a function of ' 

The predicted gain g'c is found by predicting the log 
energy of the current ?xed codebook contribution from the 
log-energy of previous ?xed codebook contributions. The 
4th order MA prediction is done as follows. The predicted 
energy is given by 

it“) = biAHM-i')’ l: 

where [b1 b2 b3 b4]=[0.68 0.58 .034 0.19] are the MA 
prediction coe?icients, and R0") is the quantized version of 
the prediction error R0") at subframe m, de?ned by 

The predicted gain go is found by replacing E0") by its 
predicted value in Eq (67). 

The correction factor 7 is related to the gain-prediction error 
by 

R("‘)=E["‘)—E*'")-—-2O logfy). 

1113.9.2 Codebook Search for Gain Quantization 

The adaptive-codebook gain, gp, and the factor 7 are vector 
quantized using a 2-stage conjugate structured codebook. 
The ?rst stage consists of a 3 bit two-dimensional codebook 
GA, and the second stage consists of a 4 bit two-dimensional 
codebook GB. The ?rst element in each codebook represents 
the quantized adaptive codebook gain gp, and the second 
element represents the quantized ?xed codebook gain cor 
rection factor 7. Given codebook indices in and n for GA and 
GB, respectively, the quantized adaptive-codebook gain is 
given by 

(71) 

and the quantized ?xed-codebook gain by 
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This conjugate structure simpli?es the codebook search, 
by applying a pre-selection process. The optimum pitch gain 
gp, and ?xed-codebook gain, gc, are derived from Eq. (62), 
and are used for the pre-selection. The codebook GA con 
tains 8 entries in which the second element (corresponding 
to gc) has in general larger values than the ?rst element 
(corresponding to g). This bias allows a pre-selection using 
the value of g,,. In this pre-selection process, a cluster of 4 
vectors whose second element are close to gxc, where gxc is 
derived from gc and g,. Similarly, the codebook GB contains 
16 entries in which have a bias towards the ?rst element 
(corresponding to gp). A cluster of 8 vectors whose ?rst 
elements are close to g are selected. Hence for each 
codebook the best 50% candidate vectors are selected. This 
is followed by an exhaustive search over the remaining 
4*8=32 possibilities, such that the combination of the two 
indices minimizes the weighted mean-squared error of Eq. 
(62). 

E393 Codeword Computation for Gain 
Quantizer 

The codewords GA and GB for the gain quantizer are 
obtained from the indices corresponding to the best choice. 
To reduce the impact of single bit errors the codebook 
indices are mapped. 

1113.10 Memory Update 

An update of the states of the synthesis and weighting ?lters 
is needed to compute the target signal in the next subfrarne. 
After the two gains are quantized, the excitation signal, u(n), 
in the present subframe is found by 

u(n)=gpv(n)+§,p(n), "=0, . . . ,39, (74) 

where g, and g are the quantized adaptive and ?xed 
codebook gains. respectively, v(n) the adaptive codebook 
vector (intm'polated past excitation), and c(n) is the ?xed 
codebook vector (algebraic codevector including pitch 
sharpening). The states of the ?lters can be updated by 
?ltering the signal r(n)—u(n) (diiference between residual 
and excitation) through the ?lters l/A(z) and A(z/Y1)lA(z/72) 
for the 40 sample subfrarne and saving the states of the 
?lters. This would require 3 ?lter operations. A simpler 
approach, which requires only one ?ltering is as follows. 
'Ihe local synthesis speech, s(n), is computed by ?ltering the 
excitation signal through 1/A(z). The output of the ?lter due 
to the input r(n)—u(n) is equivalent to e(n)=s(n)—s(n). So the 
states of the synthesis ?lter 1/A(z) are given by c(n), n=30, 
. . . .39. Updating the states of the ?lter A(z/Y1)/A(zl72) can 
be done by ?ltering the error signal c(n) through this ?lter to 
?nd the perceptually weighted error ew(n). However, the 
signal ew(n) can be equivalently found by 

¢w(n)=x(n)—§,y(n)+§¢Z(n) (75) 

Since the signals z(n), y(n), and z(n) are available, the states 
of the weighting ?lter are updated by computing ew(n) as in 
Eq. (75) for n=30, . . . ,39. This saves two ?lter operations. 

1113.11 Encoder and Decoder Initialization 

All static encoder variables should be initialized to 0, except 
the variables listed in table 8. These variables need to be 
initialized for the decoder as well. 
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TABLE 8 

Description of meters with nonzero initialization. 

Variable Reference Initial value 

a Section 3.8 0.8 
1i Section 3.2.4 irrlll 
q, Section 3.2.4 0.9595, . . . , 

R<k> Section 39.1 -14 

I[L4.0 FUNCTIONAL DESCRIPTION OF THE 
DECODER 

The signal ?ow at the decoder was shown in Subsection 111.2 
(FIG. 4). First the parameters are decoded (LP coe?icients, 
adaptive codebook vector, ?xed codebook vector, and 
gains). These decoded parameters are used to compute the 
reconstructed speech signal. This process is described in 
Subsection IH.4.1. This reconstructed signal is enhanced by 
a post-processing operation consisting of a post?lter and a 
high-pass ?lter (Subsection 111.4.2). Subsection 111.4.3 
describes the error concealment procedure used when either 
a parity error has occurred, or when the frame erasure ?ag 
has been set. 

111.4.1 Parameter Decoding Procedure 

The transmitted parameters are listed in Table 9. At startup 
all static encoder variables should be 

TABLE 9 

Description of transmitted parameters indices. The bitstream ordering 
is re?ected by the order in the table. For each parameter 

the most si ‘ cant bit SB is transmitted ?rst. 

Symbol Description Bits 

L0 Switched predictor index of LSP quantizer 1 
L1 First stage vector of LSP quantizer 7 
L2 Second stage lower vector of LSP quantizer 5 
L3 Second stage higher vector of LSP quantizer 5 
P1 Pitch delay 1st sub?-ame 8 
P0 Parity bit for pitch 1 
S1 Signs of pulses 1st sub?'ame 4 
C1 Fixed codebook 1st sub?'ame l3 
GAl Gain codebook (stage 1) 1st sub?rame 3 
6131 Gain codebook (stage 2) 1st subframe 4 
P2 Pitch delay 2nd subfrarne 5 
S2 Signs of pulses 2nd sub?rame 4 
C2 Fixed codebook 2nd sub?-ame l3 
GA2 Gain codebook (stage 1) 2nd suhframe 3 
G132 Gain codebook (stage 2) 2nd subframe 4 

initialized to 0, except the variables listed in Table 8. The 
decoding process is done in the following order: 

III.4.l.l Decoding of LP Filter Parameters 

The received indices L0, L1, L2, and L3 of the LSP 
quantizer are used to reconstruct the quantized LSP coe?i 
cients using the procedure described in Subsection IIL3.2.4. 
The interpolation procedure described in Subsection 
III.3.2.5 is used to obtain 2 interpolated LSP vectors 
(corresponding to 2 subframes). For each subframe, the 
interpolated LSP vector is converted to LP ?lter coe?icients 
a,-, which are used for synthesizing the reconstructed speech 
in the subfrarne. 
The following steps are repeated for each subframe: 
l. decoding of the adaptive codebook vector, 
2. decoding of the ?xed codebook vector, 
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3. decoding of the adaptive and ?xed codebook gains, 
4. computation of the reconstructed speech, 

[[I.4.l.2 Decoding of the Adaptive Codebook 
Vector 

The received adaptive codebook index is used to ?nd the 
integer and fractional parts of the pitch delay. The integer 
part (int)T1 and fractional part frac of T1 are obtained from 
P1 as follows: 

if P1 < 197 
(in1)TI = (P1 + 2)]3 + 19 
fmc = P1 — (int)T,*3 + 58 

else 
(in1)T1 =Pl - 112 

?-ac = 0 
end 

The integer and fractional part of T2 are obtained from P2 
and tmin, where than is derived from P1 as follows 

tmax : ‘min + 9 
if 2,”, > 143 then 

2,”, = 143 

r,,,,,, = rm - 9 
end 

Now T2 is obtained from 

(im)T2=(P2+2)/a-1+r,,,,,, 

frac=P2—2-((P2+2)l3—1)*3 

The adaptive codebook vector v(n) is found by interpo 
lating the past excitation u(n) (at the pitch delay) using Eq. 
(40). 

11141.3 Decoding of the Fixed Codebook Vector 

The received ?xed codebook index C is used to extract the 
positions of the excitation pulses. The pulse signs are 
obtained from S. Once the pulse positions and signs are 
decoded the ?xed codebook vector c(n), can be constructed 
If the integer part of the pitch delay, T, is less than the 
subframe size 40, the pitch enhancement procedure is 
applied which modi?es c(n) according to Eq. (48). 

111.4.1.4 Decoding of the Adaptive and Fixed 
Codebook Gains 

The received gain codebook index gives the adaptive code 
book gain g, and the ?xed codebook gain correction factor 
7. This procedure is described in detail in Subsection 1IL3.9. 
The estimated ?xed codebook gain g‘: is found using Eq. 
(70). The ?xed codebook vector is obtained from the product 
of the quantized gain correction factor with this predicted 
gain (Eq. (64)). The adaptive codebook gain is reconstructed 
using Eq. (72). 

IlI.4.l.5 Computation of the Parity Bit 

Before the speech is reconstructed, the parity bit is recom 
puted from the adaptive codebook delay (Subsection 
I[L3.7.2). If this bit is not identical to the transmitted parity 
bit P0, it is likely that bit errors occurred during transmission 
and the error concealment procedure of Subsection 111.43 is 
used. 

1114.1.6 Computing the Reconstructed Speech 

The excitation u(n) at the input of the synthesis ?lter (see Eq. 
(74)) is input to the LP synthesis ?lter. The reconstructed 
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speech for the subframe is given by 

where a, are the interpolated LP ?lter coe?icients. 

The reconstructed speech §(n) is then processed by a post 
processor which is described in the next section. 

111.4.2 Post-Processing 

Post-processing consists of three functions: adaptive 
post?ltering, high-pass ?ltering, and signal up-scaling. The 
adaptive post?lter is the cascade of three ?lters: a pitch 
post?lter Hp(z), a short-term post?lter HJ(z), and a tilt 
compensation ?lter H,(z), followed by an adaptive gain 
control procedure. The post?lter is updated every subframe 
of 5 ms. The post?ltering process is organized as follows. 
First, the synthesis speech §(n) is inverse ?ltered through 
A017,‘) to produce the residual signal i‘(n). The signal i‘(n) is 
used to compute the pitch delay T and gain gpir The signal 
i(n) is ?ltered through the pitch post?lter Hp(z) to produce 
the signal r’(n) which, in its turn, is ?ltered by the synthesis 
?lter 1l[gf5r(z/yd)]. Finally, the signal at the output of the 
synthesis ?lter 1/ [gJA(z/'yd)] is passed to the tilt compensa 
tion ?lter H,(z) resulting in the post?ltered synthesis speech 
signal sf(n). Adaptive gain controle is then applied between 
sf(n) and s(n) resulting in the signal sf(n). The high-pass 
?ltering and scaling operation operate on the post ?ltered 
signal sf(n) . 

[11.4.2.1 Pitch Post?lter 

The pitch, or harmonic, post?lter is given by 

HA2) =11};- (1 +8014), (77) 

where T is the pitch delay and go is a gain factor given by 

su=tpspa (78) 

where gun is the pitch gain. Both the pitch delay and gain are 
determined from the decoder output signal. Note that gpi, is 
bounded by 1, and it is set to zero if the pitch prediction gain 
is less that 3 dB. The factor 'yp controls the amount of 
harmonic post?ltering and has the value 'yp=0.S. The pitch 
delay and gain are computed from the residual signal i(n) 
obtained by ?ltering the speech s(n) through [\(z/y"), which 
is the numerator of the short-term post?lter (see Subsection 
11142.2) 

The pitch delay is computed using a two pass procedure. The 
?rst pass selects the best integer in the range [T1—1,T1+l], 
where T1 is the integer part of the (transmitted) pitch delay 
in the ?rst subframe. The best integer delay is the one that 
maximizes the correlation 

(30) 

The second pass chooses the best fractional delay T with 
resolution Vs around To. This is done by ?nding the delay 
with the highest normalized correlation. 
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