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IMAGE PROCESSING DEVICE

BACKGROUND OF THE INVENTION

[0001] The present invention relates to an image process-
ing device and, more particularly, to an image processing
device wherein images around a vehicle circumference are
picked up to allow the pickup images to be converted for
provision to a driver.

[0002] In recent years, attempt has heretofore been made
to provide vehicle circumference display devices in driving
assist systems that assist drivers for supplementing their
visual fields during reverse driving of a vehicle like backing
into a garage or parallel parking while pulling over to the
kerb, or during running of a vehicle approaching to a blind
intersection or a T-shaped road.

[0003] Japanese Patent Application Laid-Open Publica-
tion No. 2001-163132 discloses a structure wherein cameras
pick up images around rearward blind corners of a vehicle
and resulting picked-up images are converted to images as
viewed from virtual camera positions different from real
camera positions. That is, with such an image processing
device, converting input images picked up at the real camera
positions allows an area, in which output images are pro-
vided, to be varied.

SUMMARY OF THE INVENTION

[0004] However, upon studies conducted by the present
inventors, such a structure is deemed to suffer from errors in
production of cameras, errors in mounting the cameras
caused by workers for mounting the same and vibrations
occurring during vehicle traveling with the resultant occa-
sions for optical axes of camera lenses to result in displace-
ment from predetermined positions, respectively. The pres-
ence of deviation in such optical axes becomes synonymous
with the occurrence of deviation in camera image pickup
areas and, hence, it is desired for the deviations of the optical
axes to be calibrated.

[0005] Here, it is conceivable that in order to allow the
image processing device to calibrate the deviations of the
optical axes of the cameras for display of images to be
provided, memories are implemented to incorporate address
conversion tables, through which the camera images are
converted, with a view to correcting the deviations in the
optical axes.

[0006] However, in such cases, need arises for the address
conversion tables to be prepared for directions, in which the
optical axes are deviated, and the degrees of deviations,
respectively; that is; there is a need for a huge amount of
address conversion tables to be prepared, resulting in a
tendency with an increase in a memory capacity of the image
processing device.

[0007] Further, it is conceivable that for the purpose of
suppressing the increase in the memory capacity, the image
processing device generates the address conversion tables on
a real time basis upon taking the deviations of the optical
axes into consideration. This results in an increase in the
amount of calculations required for the generation of the
address conversion tables, providing a tendency with an
increase in operating load of a CPU. Under such conditions,
if delays occur in inputting image data delivered from a
plurality of cameras or in outputting image data to a monitor,
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the CPU may conceivably operate in a disrupted status and
it is deemed for a probability to occur with an inability of
providing a display of images.

[0008] In addition, upon other studies conducted by the
present inventors, if a plurality of cameras, installed on a
vehicle body, pick up images of circumferences around the
vehicle to be provided to a driver while switching over the
images picked up at respective image pickup positions, a
probability occurs with the images being switched over in an
interruptive fashion with the resultant occurrence of a ten-
dency for the driver to be unable to instantaneously recog-
nize which location of the vehicle circumference to be
displayed.

[0009] Here, it is conceivable for the images of the vehicle
circumference to be consecutively displayed when switch-
ing an image, picked up by a camera installed at one mount
position, over to an image, picked up by a camera installed
at the other mount position, while implementing pan control
in a way to effectuate parallel shift in image pickup direc-
tions of the cameras under situations where the cameras are
fixed in place. By switching over the image, picked up by the
one camera, to the other image picked up by the other
camera when the image, picked up upon executing pan
control of the one camera, overlaps with the image picked up
by the other camera, it becomes possible for the driver to be
easily recognize which location of the vehicle circumference
to be displayed.

[0010] However, the mount positions and the image
pickup directions (of the optical axes) of on-vehicle cameras
are normally fixed in place and become hard to be physically
altered, resulting in a current status with a difficulty in
consecutively switching over the images in actual practice.

[0011] That is, under situations where for the purpose of
employing certain on-vehicle cameras, whose mount posi-
tions and image pickup directions are fixedly secured, to
consecutively provide a display from the image, picked up
by one camera, to the image picked up by the other camera,
address conversions are implemented on the images as
viewed from a virtual position, at which the cameras are
mounted, between the two cameras, a display is provided in
the same way as that in which the pan control is executed for
the image pickup directions of the cameras and, hence, a
need arises for the memory to implement vast amounts of
address conversion tables, resulting in a tendency with an
increase in the memory capacity.

[0012] Further, when generating the address conversion
tables on a real time basis in order to suppress such an
increase in the memory capacity, all the same, the amount of
calculations increases with the resultant tendency of an
increase in operating load of the CPU.

[0013] Therefore, the present invention has been com-
pleted with studies mentioned above and has an object to
provide an image processing device that is able to execute
image conversion with less memory capacity and less load
in operation.

[0014] Further, the present invention has an object to
provide an image processing device that can consecutively
switch over images display without causing an enormous
increase in a memory capacity and with simplified opera-
tions even when using image pickup devices whose mount
positions and image pickup directions are fixedly secured.
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[0015] To achieve the above objects, one aspect according
to the present invention provides an image processing device
comprising: an input section through which input image data
is inputted from an image pickup device, the input image
data being obtained thorough the image pickup device
picking up an image of a circumference; a storage section
storing an address conversion table describing a relation
between address information of the input image data and
address information of display image data corresponding to
a display resolution, the display resolution being defined
with the number of pixels in height and width directions of
a display, and an address space of the address information of
the input image data having a size greater in a height
direction or a width direction than that of the display image
data; an image processing section processing the input
image data to cut out image data, corresponding to the
display resolution, from the input image data upon referring
to the address conversion table, for thereby allowing address
information of the resultant cut out image data to be con-
verted to address information of the display image data; and
an output section outputting the display image data, result-
ing from conversion of the address information by the image
processing section, to the display.

[0016] Stated in another way, another aspect according to
the present invention provides an image processing device
comprising: inputting means for inputting image data from
an image pickup device picking up an image of a circum-
ference; storing means for storing an address conversion
table describing a relation between address information of
the input image data and address information of display
image data corresponding to a display resolution, the display
resolution being defined with the number of pixels in height
and width directions of a display, and an address space of the
address information of the input image data having a size
greater in a height direction or a width direction than that of
the display image data; image processing means for pro-
cessing the input image data to cut out image data, corre-
sponding to the display resolution, from the input image data
upon referring to the address conversion table, for thereby
allowing address information of the resultant cut out image
data to be converted to address information of the display
image data; and output means for outputting the display
image data, resulting from conversion of the address infor-
mation, to the display.

[0017] Other and further features, advantages, and benefits
of the present invention will become more apparent from the
following description taken in conjunction with the follow-
ing drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] FIG. 1 is a block diagram showing a structure of a
vehicle circumference display system having an image pro-
cessing device of a first embodiment according to the
present invention;

[0019] FIG. 2A is a view showing an address conversion
object image for the image processing device of the pres-
ently filed embodiment;

[0020] FIG. 2B is a view showing operations to provide a
display of display images at different positions based on the
address conversion object image shown in FIG. 2A, in the
presently filed embodiment;
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[0021] FIG. 3A is a view showing image areas, corre-
sponding to a display mode of a monitor, in a vehicle
circumference display system having an image processing
device of a second embodiment according to the present
invention;

[0022] FIG. 3B is a view showing an overlay image,
which is shifted with respect to the image area shown in
FIG. 3A, to be superimposed on such an image area, in the
presently filed embodiment;

[0023] FIG. 4A is a view showing image areas, corre-
sponding to a display mode of a monitor, in a vehicle
circumference display system having an image processing
device of a third embodiment according to the present
invention;

[0024] FIG. 4B is a view showing an overlay image,
which is displayed in a given position of a monitor in a
superimposed relationship with the image area shown in
FIG. 4A, in the presently filed embodiment;

[0025] FIG. 4C is a view showing a status under which
the image area shown in FIG. 4A is shifted to allow the
overlay image, shown in FIG. 4B, to be superimposed on
the shifted image area for display, in the presently filed
embodiment;

[0026] FIG. 5 is a block diagram showing a structure of a
vehicle circumference display system having an image pro-
cessing device of a fourth embodiment according to the
present invention;

[0027] FIG. 6 is a view for illustrating a basic sequence of
operations to restructure address conversion tables to allow
images to be displayed in accordance with an image layout
in the image processing device of the presently filed embodi-
ment;

[0028] FIG. 7 is a flowchart for illustrating a basic
sequence of operations to restructure the address conversion
tables in the image processing device of the presently filed
embodiment;

[0029] FIG. 8A is a view showing image pickup areas for
a plurality of camera modules in a vehicle circumference
display system having an image processing device of a fifth
embodiment according to the present invention;

[0030] FIG. 8B is a view showing a picked-up image with
no deviation in optical axes when picking up images with a
plurality of camera modules shown in FIG. 8A, in the
presently filed embodiment;

[0031] FIG. 8C is a view showing a picked-up image with
the occurrence of deviation in optical axes when picking up
the images with the plurality of camera modules shown in
FIG. 8A, in the presently filed embodiment;

[0032] FIG. 9A is a view showing a display of picked-up
images in pixels in the absence of deviation in the optical
axes when picking up the images with the plurality of
camera modules shown in FIG. 8A, in the presently filed
embodiment;

[0033] FIGS. 9B to 9D are views showing picked-up
images in pixels in the presence of deviation in the optical
axes when picking up the images with the plurality of
camera modules shown in FIG. 8A, in the presently filed
embodiment;
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[0034] FIG. 10 is a flowchart illustrating a basic sequence
of operations to calibrate the deviated optical axes of the
camera modules in accordance with a feature of an object in
the image processing device of the presently filed embodi-
ment;

[0035] FIG. 11A is a view showing an address conversion
object image in a vehicle circumference display system
having an image processing device of a sixth embodiment
according to the present invention;

[0036] FIG. 11B is a view for illustrating operations to cut
out pre-switchover image and a post-switchover image from
the address conversion object image shown in FIG. 11A
with a view to displaying intermediate images, in the pres-
ently filed embodiment;

[0037] FIG. 12 is a view showing a status wherein the
intermediate images are consecutively displayed between
the pre-switchover image and the post-switchover image in
the image processing device of the presently filed embodi-
ment;

[0038] FIG. 13 is a view for illustrating a comparative
example of the image processing device of the presently
filed embodiment; and

[0039] FIG. 14 is a view showing image conversion
executed using address conversion tables of unified address
information between input image data resulting from image
picking-up, in the presently filed embodiment.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

[0040] Hereinafter, image processing devices of various
embodiments according to the present invention are
described in detail with reference to FIGS. 1 to 14.

First Embodiment

[0041] First, an image processing device 1 of a first
embodiment according to the present invention is described
in detail with reference to FIGS. 1 to 2B.

[0042] FIG. 1 is a block diagram showing a structure of a
vehicle circumference display system S with the image
processing device of the presently filed embodiment; FIG.
2A is a view showing address conversion object images to
be used in the image processing device of the presently filed
embodiment; and FIG. 2B is a view for illustrating a process
by which display images indicative of different positions are
displayed based on the address conversion object images
shown in FIG. 2A, in the presently filed embodiment.

[0043] [Structure of Vehicle Circumference Display Sys-
tem ]

[0044] As shown in FIG. 1, the vehicle circumference
display system S, including the image processing device 1,
is comprised of a plurality of camera modules 2A, 2B
(which when generally named, may also be merely referred
to as “camera modules” in brief) and a monitor 3, which are
installed on a vehicle V and to which the image processing
device 1 is connected. Although the presently filed embodi-
ment will be described below with reference to a case where
two camera modules 2A, 2B are provided, an arbitrary
number of camera modules may be employed in principle in
such a manner that one or more camera modules can surely

Feb. 23, 2006

pickup images of a surrounding area of a moving object such
as a vehicle, on which one or more camera modules are
installed, with a wider range than a image to be displayed on
the monitor 3.

[0045] The cameral modules 2A and 2B are installed on
the vehicle at different positions in different image pickup
directions that are fixed in place. The camera module 2A is
located in a rear of a vehicle body at a right side thereof to
provide an image pickup direction covering a blind spot at
a right side area of a driver and the camera module 2B is
located in the rear of the vehicle body at a left side thereof
to provide another image pickup direction covering a blind
spot at a left side area of the driver.

[0046] Further, the cameral modules 2 are comprised of
image pickup lenses 21 and CCDs (Charge-Coupled
Devices) 22, respectively. Incidentally, the camera modules
2 include NTSC (National Television System Committee)
cameras from which image data are outputted to the image
processing device 1 in accordance with NTSC systems,
respectively.

[0047] The image pickup device 1 takes the form of a
structure that includes an internal bus 11 to which other
component elements, that is, input buffers 12A, 12B (which
when generally called, will be merely referred to as “input
buffers 12”), a CPU (Central Processing Unit) 13, an image
converter (image processing section) 14, a table storage unit
(table memory) 15 and an output buffer 16 are connected.

[0048] The input buffers 12 are provided in compliance
with the number of cameral modules 2, respectively. The
input buffers 12A is connected to the camera module 2A and
the input buffers 12B is connected to the camera module 2B.
The input buffers 12 store input image data in the NTSC
system once to allow input image date to be read out at
image conversion timings of the image converter 14.

[0049] The table storage unit 15 stores address conversion
tables 15a, 15b, 15c¢, . . . for respective image layouts to be
provided to the driver. That is, under a situation where a right
area image and a left area image are displayed on the
monitor 3 on a single screen, the address conversion tables
based on such image layouts are used and when displaying,
in addition to the right area image and the left area image,
a lower area image on the monitor 3 on the single screen, the
address conversion tables based on such image layouts are
used.

[0050] Here, the monitor 3 has a resolution of a display or
a resolution of a monitor (so-called display resolution or
monitor resolution: for the sake of convenience, an abbre-
viation such as a terminology “resolution” may be briefly
appeared in the description) that is defined by the number of
pixels in a height direction (vertical direction) and the
number of pixels in a width direction (lateral direction) of a
display screen of the monitor 3 such as QVGA (in 320 pixels
wide by 240 pixels tall: 320 pixels in a width directionx240
pixels in a height direction), VGA (640 pixels in a width
directionx480 pixels in a height direction) and the like. Each
of the address conversion tables 15a, 15b, 15¢, . . . to be
stored in the table storage unit 15 includes a table describing
both a memory address (address information) of input image
data of the input buffers 12 from the cameral modules 2 and
a memory address (address information) of the output buffer
16 for display image data that is displayed on the monitor 3
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and corresponds to the resolution of the monitor 3. Also, the
memory address of input image data has an address space
with a size greater than that of display image data in a height
direction or a width direction (particularly, with a greater
number of pixels in the height direction or the width
direction). That is, the address conversion table describes a
correspondence relation between a coordinates of the
memory address of the input buffers 12, that is, the inputted
pickup image, and a coordinates of the memory address of
the output buffer 16, that is, the display image to be provided
on the monitor 3. Such address conversion tables are pre-
liminarily prepared based on specifications of the camera
modules 2, that is, the camera modules 2A, 2B, mounting
positions at and directions (orientations of optical axes) in
which images are picked up, and the like. Incidentally, in the
presently filed embodiment, the memory address (address
information) of input image data of the input buffers 12 from
the cameral modules 2 contains both a memory address
(address information) of input image data of the input buffer
12A from the cameral module 2A and a memory address
(address information) of input image data of the input buffer
12B from the cameral module 2B. Namely, the address
conversion tables 154, 15b, 15¢, . . . make it possible to
achieve conversion not only based on the address space in a
size corresponding to the image to be provided on the
monitor 3 but also based on the address space in a size
greater than that of such an address space, corresponding to
the image to be provided on the monitor 3, in a height
direction or a width direction. Of course, the conversion may
be achieved based on an address space greater than the
address space, both in the height direction and the width
direction, with the size corresponding to the image to be
displayed on the monitor 3.

[0051] The image converter 14 reads out either one of the
address conversion tables 154, 15b, 15¢, . . . from the table
storage unit 15 to allow input image data, stored in the input
buffers 12, to be stored in the output buffer 16 by referring
to such an address conversion table. Since the address
conversion table describes the memory addresses of the
output buffer 16 in accordance with the image layouts, the
display image data, to be stored in the output buffer 16 by
the image converter 14, is converted to image data in an
image layout represented by such an address conversion
table.

[0052] When this takes place, more particularly, the image
converter 14 serves to determine an image area correspond-
ing to a display mode (with the resolution of the monitor) of
the monitor 3 to be used in actual display after conversion
upon referring to the associated address conversion table
while achieving address conversion, forming rewriting
operation, which rewrites the respective pixels of image
data, of the input buffers 12, contained in such an image
area, into respective pixels of image data of the output buffer
16. Although a need arises for cutting out the image area
targeted to be address conversion in actual practice for the
purpose of providing an image display in accordance with
the display mode and the image layout of the monitor 3, the
cut-out of the image area is executed by designating a
leading pointer (address information) described in the
address conversion table upon which the operation is
executed to cut out the image area from the address at such
a leading pointer. Incidentally, the image converter 14 may
include an LSI (Large Scale Integration), an FPGA (Field
Programmable Gate Array) and a DSP (Digital Signal Pro-
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cessor) or may be substituted in the form of functions of the
CPU 13 per se. Moreover, FIG. 1 shows only the leading
pointer 15ap of the address conversion table 15a4 and,
likewise, the other address conversion tables have leading
pointers, respectively, with leading pointers being also
stored in memories, not shown, of the image converter 1 in
correspondence with the respective address conversion
tables.

[0053] With such a structure, the image converter 14
executes operation, in a manner as described below in detail,
to calibrate deviation, resulting from physical deviation
occurred in the optical axes (orientations of the optical axes)
with respect to initial states at which the camera modules 2
are mounted, of the image to be displayed on the monitor 3.

[0054] The output buffer 16 stores image data, subjected to
address conversion by the image converter 14, that is, image
data for display on the monitor 3 to output such image data
to the monitor 3 under controls executed by the CPU 13.

[0055] The CPU 13 recognizes a command on an image
layout and a command on image switchover, determined
upon operations of an operation input unit, not shown,
manipulated by a driver, and determines an address conver-
sion table to be used in image converting operations to be
executed in the image converter 14. Further, the CPU13
controls image conversion timings for the image converter
14 in respect of image data, delivered from the input buffers
12, and timings at which image data are outputted from the
output buffer 16 to the monitor 3, thereby switching over the
images to be displayed on the monitor 3.

[0056] [Address Converting Operations]

[0057] Next, the address converting operations, to be
executed by the image processing device 1 with the structure
set forth above, are described below in detail.

[0058] With the monitor 3 represented in a display mode
(the resolution of the monitor 3) with a QVGA (320 pixels
in a width directionx240 pixels in a height direction) and a
CCD 22 represented with the number of pixels in a width
direction and a height direction, that is, image data stored in
the input buffers 12 represented with the number of pixels in
a width direction and a height direction, with VGA (640
pixels in a width directionx480 pixels in a height direction),
suppose a required image is cut out for address converting
operation based on such inputted image data of VGA.

[0059] Therefore, the address conversion table is required
to have an address conversion object area that corresponds
to an image area with a size greater than an aspect size the
display mode of the monitor 3 (the resolution of the monitor
3) in a height direction or a width direction or in both
directions.

[0060] More particularly, an address space, corresponding
to image data targeted for the address converting operations
to be executed, is set to be 400 pixels wide by 300 pixels tall
(400 pixels in a width directionx300 pixels in a height
direction). Then, as shown in FIG. 2, among a camera image
(input image data) 200 with 640 pixels wide by 480 pixels
tall (640 pixels in a width directionx480 pixels in a height
direction) picked up in the image pickup areas of the camera,
an image 201 (targeted as address conversion object image
data) in 400 pixels wide by 300 pixels tall is targeted as an
address conversion object.
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[0061] That is, the address conversion table stores a cor-
respondence relation of address information in 400 pixels
wide by 300 pixels tall to be targeted as the address
conversion object to address information 320 in 320 pixels
wide by 240 pixels tall for the monitor 3.

[0062] Further, the address conversion tables are prepared
for the camera modules 2, respectively, for respective cases
with their optical axes fixed in preset values. Incidentally, if
the address conversion object image 201 becomes closer to
a contoured area of the camera image 200, distortion occurs
in an image at a peripheral edge of the contour and, hence,
the address conversion tables are set to have address con-
version object areas each in a range with a resolution greater
than that of the monitor 3 but in a range not to cause
distortion in the image.

[0063] Furthermore, leading pointers are set on the
address conversion tables for the camera modules 2, respec-
tively. That is, the address conversion table 154, typically as
shown in FIG. 1, has a leading pointer 15ap set on address
information at a leftward and upper end of the address
conversion information area, thereby permitting an image to
be cut out in 320 pixels wide by 240 pixels tall for the
monitor 3 from the leading pointer 15ap. Such a structure
similarly applies to other address conversion tables.

[0064] With such an operation, when reading out camera
images from the input buffers 12, the image converter 14
reads out data from the input buffers 12 that serves as a
source from which data is read out, that is, leading pointers
and address conversion tables corresponding to the camera
modules 2, respectively. Then, the image converter 14 cuts
out an image area 202A for display on the monitor 3 as
shown in FIG. 2A; that is, a display image 203A, shown in
FIG. 2B, is replaced in the output buffer 16, thereby
enabling such an image 203A to be displayed on the monitor
3.

[0065] However, here, on the condition that the camera
image 200 is deviated upward in FIG. 2A due to physical
displacements of the optical axes of the camera modules 2,
a difficulty is encountered in cutting out the image area 202A
to be originally cut out in accordance with the leading
pointer for corresponding one of the camera modules 2,
resulting in an issue with an image area (shown as an image
area 202B in FIG. 2A) being cut out under a position
deviated from the image area 202A. That is, as shown in
FIG. 2B, this results in an occasion where no display image
203A to be originally displayed on the monitor 3 is displayed
but the display area 203B is caused to be erroneously
displayed.

[0066] On the contrary, the image processing device 1 of
the presently filed embodiment takes the form of a structure
wherein a correction is performed so as to cause the leading
pointer to be displaced in a manner which will be described
later in detail whereby the image area 202A is cut out for
display of the display image 203 A without causing alteration
in the existing address conversion table. That is, the camera
module 2 picks up the camera image 200 in a size corre-
sponding to the camera image pickup area for storage in the
input buffers 12 and, subsequently, the deviated display
image 203B can be switched over to the correct display
image 203A depending on the physical deviation of the
camera module 2.

[0067] Further, the leading pointers of the address con-
version tables, which are set in a way to calibrate the
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deviations in the optical axes, are set to be commonly used
regardless of the image layouts to be displayed on the
monitor 3, thereby eliminating a need for calibrating the
deviations of the camera modules 2 for the image layouts to
be provided to the driver, respectively.

[0068] At the same time, the leading pointers of the
address conversion tables, set in a way to calibrate the
deviations of the optical axes, are stored in a non-volatile
memory, not shown, of the image processing device 1. This
enables stored content to be sustained even when the image
processing device 1 is powered off, eliminating a need for
the executions of calibrations on deviations of the optical
axes of the camera modules 2, that is, calibrations of the
calibrated image pickup areas whenever the camera modules
2 are used.

[0069] [Image Calibrating Operations Based on Vehicle
Information]

[0070] Next, description is made of image calibrating
operations to be executed for calibrations of deviations in
the optical axes of the camera modules 2 based on vehicle
information indicative of circumferences of an own vehicle.

[0071] The image calibrating operations contemplate to
vary the image areas, cut out from the camera images, based
on vehicle information. When this takes place, the image
converter 14 varies the leading pointer of the address
conversion table for thereby varying the image area to be cut
out upon referring to the address conversion table.

[0072] Here, the address conversion tables, stored in the
table storage unit 15, are prepared based on parameters such
as directions (orientations of the optical axes) in and posi-
tions at which the camera modules 2 are mounted, respec-
tively, under a status with no load on the own vehicle in the
absence of occupants and packages. Accordingly, if a
vehicle height changes due to some factors such as situations
where many occupants get in or many packages are loaded
in the own vehicle, the optical axes of the camera modules
2 are deviated, resulting in deviations in respective image
pickup areas. That is, when the address conversion object
area is cut out from the leading pointer stored with the
address conversion table that is initially set, an issue arises
with the occurrence of deviation in the image to be provided
on the monitor 3.

[0073] To address such an issue, with the presently filed
embodiment, sensors for detecting behaviors of the own
vehicle, that is, vehicle height sensors (not shown), are
mounted on the vehicle in the vicinity of mount positions of
the camera modules 2, respectively, and the CPU 13 reads
out sensor signals delivered from the vehicle height sensors
to detect a current vehicle height of the own vehicle.

[0074] Then, the CPU 13 obtains a difference between the
current vehicle height, read out from the vehicle height
sensors, and the vehicle height, appearing when the vehicle
bears no load, that is, during operation in which the address
conversion tables are calculated, thereby calculating a value
indicative of how many number of pixels are involved in
deviation typically in a height direction of the image pickup
area of the camera module 2.

[0075] Subsequently, the image converter 14 shifts the
leading pointer by a value of deviation in pixels of the
camera image pickup area, calculated by the CPU 13, to shift
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the address conversion object area to be cut out upon
referring to the address conversion table, for thereby execut-
ing a calibration of deviation in the camera image pickup
area. Incidentally, the calculation of the vehicle height by the
CPU 13 and the shift of the leading pointer of the address
conversion table by the image converter 14 may be carried
out on a real time basis or may be stored in the table storage
unit 15 together with the address conversion tables and the
leading pointers.

[0076] By so doing, even in cases where short-term devia-
tions occurs in the image pickup areas of the camera
modules 2 due to behaviors of the own vehicle like cases
where positions and weights of occupants getting on the own
vehicle are different, the image processing device 1 is
capable of correcting the deviations in the image pickup
areas for the camera modules 2, respectively, based on
signals carrying vehicle information causing adverse affects
on the image pickup areas, enabling a driver to be provided
with an image on a proper image pickup area.

[0077] As set forth above, with the image processing
device 1 of the presently filed embodiment, the address
conversion tables are prepared each with the address space
greater than the address space corresponding to the resolu-
tion of the monitor 3 and the positions of the leading
pointers, to be cut out from the camera images, based on
such address conversion tables are set in a way to calibrate
the physical deviations of the optical axes of the camera
modules 2. This results in a capability of eliminating a need
for preparing a large volume of address conversion tables for
displaying images upon calibrations of the image pickup
areas of the camera modules 2, while making it possible for
the image pickup areas to be calibrated in a simplified
operation.

[0078] Incidentally, although the above structure has been
mentioned with reference to cases where among the camera
images stored in the input buffers 12, an image correspond-
ing to the resolution of the monitor designated by the leading
pointer of the address conversion table is cut out for cali-
bration, operations may be executed to achieve writing
address conversion to allow the camera images to be stored
in the output buffer 16 by sequentially referring to the
address conversion tables.

[0079] In addition, it is of course to be appreciated that
such a structure is able to be applied not only to a case in
which use is made of address conversion tables for opera-
tions to cut out camera images but also to a structure that
employs address conversion tables addressing distortion
converting operation, which takes into consideration scaling
operation, by which image providing areas are operated, and
distortions in lenses, and viewing point converting operation
that permits the conversion into images in terms of virtual
viewing points.

[0080] Now, a comparative example for the presently filed
embodiment is simulated in a structure wherein an address
conversion table has an address space in 320 pixels wide by
240 pixels tall that make up a monitor resolution and address
conversion tables are used each of which stores a correspon-
dence with of the output buffer 16, that is, an arbitrary
coordinates of the monitor 3, to an arbitrary input buffers 12,
that is, coordinates information for reading out an arbitrary
coordinates of the camera image for updating. The address
conversion tables are prepared based on information such as
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specifications, mount positions and directions (of the optical
axes) of the camera modules 2.

[0081] In cases where the image converter 14 generates
images to be provided to a driver by using address conver-
sion tables with such a structure, if the camera modules 2 are
physically dislocated from respective original positions,
then, an issue arises with the occurrence of deviations in the
image pickup positions of the camera modules 2 with the
resultant deviations in image providing ranges after address
converting operations have been completed.

[0082] To avoid such an issue, if address conversion tables
for altered positions and directions (of the optical axes) of
the cameras are prepared for layouts, respectively, for cali-
brations of the camera image pickup areas, a need arises for
a huge number of address conversion tables to be prepared,
resulting in an enormous increase in table volume. Also, in
cases where upon consideration of the physical deviations of
the camera modules 2, the address conversion tables are
prepared on a real time basis, another issue arises with the
occurrence of an increase in the amount of calculations with
the resultant increase in processing load.

[0083] On the contrary, the image processing device 1 of
the presently filed embodiment includes address conversion
tables whose areas are expanded to be greater than the
relevant areas, corresponding to a resolution of a monitor, in
a height direction or a width direction, or in both directions,
upon which among camera images, an image corresponding
to the resolution of the monitor is cut out by taking into
consideration physical deviations of the camera modules 2
whereby mere operations of the image converter 14 enables
the physical deviations of the camera modules 2 to be
absorbed.

[0084] Further, with the image processing device 1, by
storing leading pointers for address conversion object areas
for the camera modules 2, respectively, no need arises for
calibrating the respective camera image pickup areas for the
layouts to be provided to the driver. Moreover, using a
non-volatile memory as a memory for storing the leading
pointers of the address conversion tables enables stored
content to be sustained even when the image processing
device 1 is powered off, eliminating a need for calibrating
the camera image pickup areas for each startup.

Second Embodiment

[0085] Next, an image processing device of a second
embodiment according to the present invention is described
below in detail mainly with reference to FIGS. 3A and 3B.

[0086] The image processing device of the presently filed
embodiment mainly differs from that of the first embodiment
in that a display position is calibrated when information
(overlay data) is displayed in a superimposed relation with
a camera image picked up by a camera module to assist a
vehicle driving. Thus, the same component parts as those of
the first embodiment bear like reference numerals to suitably
omit description or to provide simplified description with a
focus on such a differing point.

[0087] FIG. 3A is a view showing an image area corre-
sponding to a display mode of a monitor in a vehicle
circumference display system with the image processing
device of the presently filed embodiment and FIG. 3B is a
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view showing an overlay image 301 shifted with respect to
the image area, shown in FIG. 3A, to be superimposed with
such an image area.

[0088] Examples of overlay data for preparing the overlay
image in the presently filed embodiment may include data
representing a locus guideline indicative of a backward
locus to be superimposed on an image in a backward area of
the own vehicle when the own vehicle moves backward into
a given parking line frame to make a stop. Data indicative
of such a locus guideline is prepared by an overlay data
generator of a vehicle driving assist device, which is not
shown, based on steering angles of an own vehicle. Data
indicative of such a locus guideline is superimposed on
image data, converted with the image converter 14 shown in
FIG. 1, by an image generator of a vehicle driving assist
device and stored in the output buffer 16.

[0089] Here, a superimposing position for the locus guide-
line is set based on parameters such as the mount positions
and directions (of the optical axes) of the camera modules 2
under a situation where the own vehicle bears no load.
Accordingly, in cases where camera image pickup areas are
deviated due to some factors such as a cause in which the
own vehicle bears a weight, deviation occurs in a positional
relationship between an image, subjected to conversion by
the image converter 14, and a vehicle traveling locus guide-
line. This results in situation where the vehicle cannot
correctly move backward in accordance with the locus
guideline, resulting in deterioration in reliability of the locus
guideline.

[0090] To address such an issue, with the presently filed
embodiment, the vehicle driving assist device, which is not
shown, generates a locus guideline using the camera image
greater than an image, corresponding to a monitor resolution
such as QVGA of the monitor 3, which is picked up by the
camera module 2.

[0091] That is, the operation is executed to prepare an
image 300, including the locus guideline, based on overlay
data in a way to have an area greater than the image area 202
corresponding to the monitor resolution, as shown in FIG.
3B, using the address conversion object image 201 shown in
FIG. 3A. The image 300, including such a locus guideline,
has an image area greater than the image, corresponding to
the monitor resolution, like the address conversion object
image 201 and the address conversion tables, in a height
direction or width direction or in both directions.

[0092] Then, the image 300, including the locus guideline,
is stored in a buffer as data greater than the image area 202
in the monitor resolution and the image generator cuts out
the overlay data superimposing image 302 including a locus
guideline 301 to be superimposed on the image area 202 in
the monitor resolution. The overlay data superimposing
image 302 is an image in the monitor resolution which lies
in the same image area as the image area 202 in the monitor
resolution.

[0093] Here, the overlay data superimposing image 302 is
cut out with the same leading pointer as that used for cutting
out the image area 202 in the monitor resolution.

[0094] That is, a leading pointer of an address conversion
table, which takes deviation in the image pickup area of the
cameral module 2 into consideration, is used as a leading
pointer for the image area 202 in the monitor resolution to
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be cut out and, in addition, the leading pointer of the address
conversion table for cutting out the overlay data superim-
posing image 302 is aligned with the leading pointer which
takes into consideration the deviation of the image pickup
area of the camera module 2.

[0095] As set forth above, the image processing device of
the presently filed embodiment employs an image, with a
greater area than the image in the monitor resolution, as the
image 300 including overlay data for cutting out the overlay
data superimpose image 300 using the same leading pointer
as that for cutting out image area 202 in the monitor
resolution, providing a driver with the overlay data super-
imposing image 302 and image area 202 in the monitor
resolution.

[0096] Accordingly, such a structure enables the overlay
data superimposing image 302 to be provided in a calibrated
position in contrast to the deviation of the image pickup area
of the camera module 2, enabling the overlay image 301 to
be provided in a correct position.

[0097] Further, even if a structure is adopted for detecting
the deviation of image area 202 in the monitor resolution on
the real time basis, shifting the overlay data superimposing
image 302 in conjunction with the amount of shift of the
image area 202 in the monitor resolution enables overlay
data 301 to be provided in a further correct position.

[0098] Incidentally, with the structure of the presently
filed embodiment, the address conversion object image 201
and the image 300, including overlay data, do not necessar-
ily coincide with each other and overlay data may be
displaced by an identical value provided that a displacement
value with respect to a default value of the leading pointer
of the address conversion table is turned out.

Third Embodiment

[0099] Next, an image processing device of a third
embodiment according to the present invention is described
below in detail mainly with reference to FIGS. 4A to 4C.

[0100] The image processing device of the presently filed
embodiment mainly differs from that of the first embodiment
in structure wherein under circumstances where a part of an
own vehicle is involved in image pickup areas of the camera
modules 2, the image pickup areas of the camera modules 2
are calibrated based on overlay data indicative of an absolute
reference position of an asymmetric object such as a vehicle
body or a bumper of the own vehicle. Thus, the same
component parts as those of the first embodiment bear like
reference numerals to suitably omit description or to provide
simplified description with a focus on such a differing point.

[0101] FIG. 4A is a view showing an image area corre-
sponding to a display mode of a monitor in a vehicle
circumference display system with the image processing
device of the presently filed embodiment; FIG. 4B is a view
showing an overlay image to be superimposed on the image
area, shown in FIG. 4A, for display on the monitor at a
given position thereof; and FIG. 4C is a view showing a
status in which the image area, shown in FIG. 4A, is shifted
and superimposed on the image area to which the overlay
image, shown in FIG. 4B, is shifted.

[0102] With the structure of the presently filed embodi-
ment, the camera module 2 is mounted in a position where
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an image of a vehicle body of the own vehicle is picked up
in a right end portion of the address conversion object image
201 shown in FIG. 4A. Here, in cases where the own
vehicle, that is, asymmetric object such as a vehicle body
and a bumper, are involved in a camera image pickup area,
it is known from the specifications, the mount positions and
the directions (of the optical axes) of the known camera
modules 2 which area of the camera image 200 allows the
asymmetric object, such as the vehicle body, to be present.

[0103] Accordingly, an overlay image 400 (shown in FIG.
4B), showing an outline (overlay data image 401) of the
vehicle body appearing at a right end of the image shown in
FIG. 4A, is preliminarily prepared. The overlay image 400
has the same size as that of the image area 202, of the
address conversion object image 201, which corresponds to
the monitor resolution such as QVGA, and is provided with
a leading pointer for the address conversion object image
201 to be cut out based on the parameter, such as the mount
positions of the camera modules 2, and the reference posi-
tion of the vehicle body.

[0104] When correcting the position of image area 202 in
the monitor resolution, the image processing device of the
presently filed embodiment, equipped with the overlay
image 400, acquires the leading pointer of the overlay image
400 when the vehicle body inside the address conversion
object image 201 and the overlay data image 401 ought to
be associated with the vehicle body matches under a con-
dition where the overlay image 400 is superimposed on the
address conversion object image 201.

[0105] Such a leading pointer is set to the leading pointer
of the image area 202 in the monitor resolution, thereby
shifting the image area 202 in the monitor resolution based
on the overlay data image 401. When this takes place, the
camera image pickup area is calibrated by causing the
leading pointer of the address conversion table to be shifted
from right to left or up and down by a unit pixel with respect
to the image in which the address conversion object image
201 and the overlay image 400 are superimposed.

[0106] More particularly, the image area 202 in the moni-
tor resolution is aligned as the basis for the overlay data
image 401. When this takes place, the overlay image 400
and the image area 202 in the monitor resolution may be
aligned with each other depending on manual operations of
the driver or may be automatically aligned by the image
processing device.

[0107] When the alignment is manually made by the
driver, the image converter 14, shown in FIG. 1, detects a
manual signal from an operation system (not shown) to vary
the leading pointer of the address conversion table from
right to left or up and down by a unit pixel for the purpose
of achieving positional alteration of the image area 202 in
the monitor resolution.

[0108] On the contrary, when the alignment is automati-
cally made by the image processing device, the image
converter 14 allows an image recognizer (not shown) to
recognize an outline coordinates of an asymmetric object
involved in the address conversion object image 201, upon
which the leading pointer of the address conversion table is
deviated from left to right or up and down by a unit pixel in
a way to align such an outline coordinates and the overlay
data 401. Also, the image recognizer stores color informa-
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tion of the asymmetric object, such as the vehicle body,
which is preliminarily set and detects an image portion in
alignment with such color information as the outline coor-
dinates of the asymmetric object.

[0109] Upon executing such routine, the vehicle body
within the image area 202 in the monitor resolution and the
overlay data image 401 are aligned, enabling the calibrations
of the image areas of the camera modules 2 as shown in
FIG. 4C.

[0110] As set forth above, with the image processing
device of the presently filed embodiment, by shifting the
image area 202 in the monitor resolution so as to match the
overlay data image 401, involved in the image pickup areas
of the camera modules 2 located on the vehicle body and the
bumper and showing the object represented in a given
position of the display screen of the monitor 3, and the object
within the address conversion object image 201, it becomes
possible to obtain the leading pointer of the address con-
version table with calibrated deviations in the image pickup
areas of the camera modules 2.

[0111] Consequently, the deviations of the camera mod-
ules 2 can be further reliably calibrated, enabling the image
arca 202 in the monitor resolution, involved in the correct
image pickup area, to be provided.

Fourth Embodiment

[0112] Next, an image processing device of a fourth
embodiment according to the present invention is described
below in detail mainly with reference to FIGS. 5 to 7.

[0113] The image processing device of the presently filed
embodiment mainly differs from that of the first embodiment
in structure that includes a table storage unit, replaced with
the table storage unit 15, and an address converter, replaced
with the image converter 14, in the first embodiment and
further includes a table area determination section and a
table restructuring section. Thus, the same component parts
as those of the first embodiment bear like reference numerals
to suitably omit description or to provide simplified descrip-
tion with a focus on such a differing point. Incidentally, such
address converter, table arca determination section and table
restructuring section serves as an image processing section.

[0114] FIG. 5 is a block diagram showing a structure of a
vehicle circumference display system with the image pro-
cessing device 100 of the presently filed embodiment; FIG.
6 is a view for illustrating a basic sequence of operations to
display an image in accordance with an image layout upon
restructuring an address conversion table in the image
processing device of the presently filed embodiment; and
FIG. 7 is a flowchart showing a basic operations to restruc-
ture the address conversion table in the image processing
device of the presently filed embodiment.

[0115] As shown in FIG. 5, with the image processing
device 100, the table storage unit (table memory) 31 stores
a single sheet of address conversion table for each image
layout to be displayed on the monitor 3 and each of the
cameral modules 2, that is, each of camera modules 2A, 2B,
2C. Stated another way, the address conversion table has an
address space associated with an image greater than an
image in the monitor resolution such as QVGA forming an
image to be displayed on the monitor 3 in the image layout
thereof.
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[0116] Atable area determination section 32 determines an
address conversion table to be actually used in performing
address conversion on the premise of the monitor resolution,
such as QVGA, among the address conversion tables set for
the image layouts to be provided to a user and the camera
modules 2. That is, first, the table area determination section
32 reads out the address conversion table relevant to both the
image layouts, to be provided over the monitor 3, and the
camera modules 2 by which images involved in the image
layouts are picked up.

[0117] More particularly, under circumstances where an
image layout is configured to allow an image, picked up by
the camera modules 2A, to be displayed on the monitor 3 in
a right half area thereof and an image, picked up by the
camera module 2B, to be displayed on the monitor 3 in a left
half area thercof, the table arca determination section 32
reads out an address conversion table associated with a half
area of the display area in the monitor resolution for use in
address conversion to cause the camera image, picked up by
the camera module 2A and stored in an input buffers 12A,
to be displayed in the right half area of the monitor 3 and
reads out an address conversion table associated with
another half area of the display area in the monitor resolution
for use in address conversion to cause the camera image,
picked up by the camera module 2B and stored in an input
buffers 12B, to be displayed in the left half area of the
monitor 3. Here, although there is a need for the image areas,
retrieved from the images picked up by the respective
camera modules 2, to be allocated in accordance with the
image layout, the respective address conversion tables, to be
read out in accordance with the image layouts, have address
spaces available to convert the image, whose resolution is
greater than the monitor resolution allocated in accordance
with the image layout, that is, the image in which at least one
of the number of pixels in a width direction and the number
of pixels in a height direction of each image to be displayed
on the monitor 3 depending on the image layout is large.

[0118] The table restructuring section 33 performs restruc-
turing to combine the address conversion tables, retrieved
from the table area determination section 32, and prepare the
address conversion table equipped with the address space
corresponding to the monitor resolution.

[0119] In particular, by combining the address conversion
table, having the half area of the display area corresponding
to the monitor resolution for a display on the monitor 3 in the
right half thereof, and the address conversion table, having
the other half area of the display area corresponding to the
monitor resolution for a display on the monitor 3 in the left
halt thereof, the operation is executed to restructure the
address conversion table corresponding to one screen (dis-
play area corresponding to the monitor resolution) of the
monitor 3. Stated another way, the table restructuring section
33 retrieves the address conversion table corresponding to
the monitor resolution with the image area allocated depend-
ing on the image layout using the address conversion table
retrieved by the table area determination section 32. The
table restructuring section 33 delivers the restructured
address conversion table through the internal bus 11 to an
address converter 34.

[0120] The address converter 34 performs the substituting
operation to substitute camera image data, stored in the input
buffers 12, in the output buffer 16 for storage by referring to
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the restructured address conversion table delivered from the
table restructuring section 33.

[0121] Under circumstances where the image processing
device 100 provides an image layout to allow the images,
picked up by the camera modules 2A, 2B, 2C, to be located
on the monitor 3 for displaying a composite image 500 on
the monitor 3 in combination with a camera image 501 for
a right rear-side of an own-vehicle to be picked up by the
camera module 2A, a camera image 503 for a rear underside
of the own vehicle picked up by the camera module 2B, and
a left rear-side of the own vehicle, picked up by the camera
module 2C, which are juxtaposed as shown in FIG. 6.

[0122] When this takes place, with the image layout being
determined for displaying the right rear-side, the left rear-
side and the rear underside of the own vehicle, the table area
determination section 32 reads out address conversion tables
31a, 31b, 31c, corresponding to such an image layout and
associated with the camera modules 2 that take image
pickup directions oriented for the right rear-side, the left
rear-side and the rear underside of the own vehicle. At this
moment, the address conversion tables 31a, 31b, 31c¢ have
address spaces each available to convert an image in a size
greater than the image in the monitor resolution, that is, the
composite image 500 composed of three images.

[0123] Next, the table restructuring section 33 determines
image areas 502, 504, 506 for the camera images 501, 503,
505 picked up by the respective camera modules 2, neces-
sary for preparing the composite image 500 based on the
determined image layout. This determination is executed by
deviating the leading pointers of the respective address
conversion tables, thereby preparing address conversion
tables 31a', 310", 31c¢' with the address spaces for the
determined image areas 502, 504, 506. That is, the table
restructuring section 33 uses the address conversion tables
31a, 31b, 31c, available to convert the images to be greater
than the monitor resolution, as the address conversion tables
31a', 310, 31c¢' for the monitor resolution to be allocated
depending on the image layout with a view to cutting out the
image areas 502, 504, 506 in the monitor resolution as a
whole. This allows the determination of the areas for the
address conversion tables for use in preparing the composite
image 500.

[0124] Then, the table restructuring section 33 restructures
the address conversion tables for the composite image 500
upon combining the address conversion tables 31a', 315/,
31c¢!, allocated depending on the image layouts, in accor-
dance with the image layouts. This allows the preparation of
an address conversion table 507 to be referred to when the
address converter 34 actually executes the address convert-
ing operations.

[0125] Next, the address converter 34 cuts out the images
502, 504, 506 from the camera images 501, 503, 505,
respectively, by referring to the address conversion table
507, to allow respective image data, forming the images
corresponding to the monitor resolution with the cut out
images to be synthesized, to be stored in the output buffer 16
by referring to the address conversion table 507, thereby
generating the composite image 500.

[0126] [Image Calibrating Operations]

[0127] Next, a basic sequence of operations to individu-
ally correct the image areas to be provided in the images for
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the camera modules 2, respectively, in the image processing
device 100 that restructures the address conversion tables, as
set forth above, is described with reference to the flowchart
of FIG. 7. Also, it is supposed that the image processing
device 100 has a mode, under which a vehicle circumference
image is provided to a driver, and a mode (hereinafter
referred to as a calibration mode) under which the image
layouts to be provided to the driver are calibrated.

[0128] As shown in FIG. 7, first in step S1, if the CPU 13
discriminates that the calibration mode is present, then, the
operation goes to step S2.

[0129] In next step S2, the CPU 13 discriminates the
camera module 2 for an object to be calibrated. When this
takes place, upon discriminating a signal delivered from an
operation system (not shown), the CPU 13 discriminates an
image of the correcting object needed by a driver for
discriminating the camera module 2 by which such an image
is picked up.

[0130] In subsequent step S3, the CPU 13 retrieves
address conversion tables, associated with image layouts to
be provided to the driver, for the camera modules 2, respec-
tively, for temporary storage in a memory (not shown). In
this moment, the CPU 13 retrieves the address conversion
table with an address space greater than that corresponding
to the monitor resolution for the address conversion tables of
the camera modules 2 discriminated to be an object for
calibration in step S2. Such an address conversion table has
a given leading pointer that is set as a default value.

[0131] In succeeding step S4, the table area determination
section 32 acquires leading pointers of address conversion
tables set for the respective camera modules. Even in cases
where a plurality of image layouts are set for the images
picked up by a single piece of the camera module 2,
permitting the leading pointers to be sustained for the
camera modules 2 resulting in no need for calibrating the
respective camera image pickup areas for the respective
image layouts.

[0132] In consecutive step S5, the table restructuring sec-
tion 33 acquires the address conversion tables, correspond-
ing to the respective camera modules 2, from the leading
pointers of the address conversion tables for the image
layouts by referring to the leading pointers for the camera
modules 2 acquired in step S4. Then, the table restructuring
section 33 allows the address conversion tables for the plural
camera modules 2 to be combined, thereby restructuring an
address conversion table for one screen to be used in actual
address conversion.

[0133] In next step S6, the address converter 34 executes
the address converting operations to rewrite image data of
input buffers 12 to image data of the output buffer by
referring to the address conversion tables restructured in step
S5 and, thereafter, outputs image data from the output buffer
16 to the monitor 3 for providing the driver with the
composite image.

[0134] Then, if no calibration mode is cancelled by the
driver (in step S7) and the operation related to the calibra-
tion, that is, the operation intended to displace the image
area of a certain camera module 2 in a left direction (in step
S8), the CPU 13 executes the operation to deviate the
leading pointer of the address conversion table for the
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camera module 2, forming a calibrating object, in accor-
dance with operational content (step S9).

[0135] And then, executing the operations subsequent to
step S5 provides the image depending on the operation
related to the calibration and the operations are repeatedly
executed until the calibration mode is cancelled.

[0136] As set forth above, the image processing device of
the presently filed embodiment includes the address conver-
sion tables, depending on the image layouts to be provided
to the driver, that if, the address conversion tables with a
resolution greater than the monitor resolution in the height
direction or the width direction or in both directions and,
among the address conversion tables for the respective
camera modules 2, the areas for the monitor display area,
allocated depending on the image layout, are determined to
restructure the address conversion table for one screen to be
used in address conversion using such determined areas.

[0137] This results in no need for preparing the address
conversion tables depending on the degree of deviations
even under a situation where the operation is executed to
calibrate the deviations of the respective images involved in
the image layouts, thereby enabling the realization of reduc-
tion in memory capacity.

[0138] Further, it becomes possible to calibrate the physi-
cal deviations of the camera modules 2 based on the images
resulting from address conversion upon referring to the
address conversion tables for the restructured monitor reso-
lution, thereby enabling deviations of the image pickup
areas, resulting from the plural camera modules 2, to be
individually calibrated in automatic or manual operations.

[0139] Furthermore, the presence of a capability to indi-
vidually correct the monitor display areas for the respective
camera modules 2 involved in the image layouts enables
reduction in the memory capacity while permitting the CPU
13 to approximate the address conversion table generating
operations. Also, it becomes possible to provide an image
with an image pickup area in conformity to preferences of a
user.

[0140] Incidentally, while the presently filed embodiment
has been mainly described above with reference to an
exemplary case wherein the composite image 500 is gener-
ated based on the camera images 501, 503, 505, picked up
by the plural camera modules 2, it is of course needless to
say that the present invention can be applied to a case
wherein a plurality of images are cut out from camera
images picked up by a single camera module to generate the
composite image 500.

Fifth Embodiment

[0141] Next, an image processing device of a fifth
embodiment according to the present invention is described
in detail mainly with reference to the flowchart of FIGS. 8A
to 10.

[0142] The image processing device of the presently filed
embodiment mainly differs from the fourth embodiment in
a structure wherein images are synthesized without inter-
ruption in joint between images picked up by a plurality of
camera modules and the calibrations of image layouts are
automatically performed. The same component parts as
those of the fourth embodiment bear like reference numerals
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to suitably omit or simplify descriptions while description is
made with a focus on differing points.

[0143] FIG. 8A is a view showing image arcas of a
plurality of camera modules in a vehicle circumference
display system with the image processing device of the
presently filed embodiment; FIG. 8B is a view showing the
picked-up images with no occurrence of deviations in opti-
cal axes when picking up the images with the plural camera
modules shown in FIG. 8A; FIG. 8C is a view showing the
picked-up images with the occurrence of deviations in
optical axes when picking up the images with the plural
camera modules shown in FIG. 8A; FIG. 9A is a view
showing the picked-up images with no occurrence of devia-
tions in optical axes, when picking up the images with the
plural camera modules shown in FIG. 8A, in pixels; FIGS.
9B to 9D are views showing the picked-up images with the
occurrence of deviations in optical axes, when picking up
the images with the plural camera modules shown in FIG.
8A, in pixels; and FIG. 10 is a flowchart showing a basic
sequence of operations for calibrating the deviated optical
axes of the plural camera modules in accordance with a
feature of an object in the image processing device of the
presently filed embodiment.

[0144] With the image processing device of the presently
filed embodiment, camera modules 2A and 2B are mounted
on a vehicle at rear areas thereof as shown in FIG. 8A and
set to have image pickup areas for the camera modules 2A
and 2B in a way to cause the image pickup area 2a of the
camera module 2A and the image pickup area 2b of the
camera module 2B to overlap each other.

[0145] Next, as shown in FIGS. 8B and 8C, the address
conversion table for the camera module 2A is read out in
respect of the image layout that allows the camera image
601a of the camera module 2A and the camera image 6015
of the camera module 2B to be displayed in a juxtaposed
relationship from left to right, while reading out the address
conversion table for the camera module 2B. Then, the
address conversion table for the camera module 2A and the
address conversion table for the camera module 2B are cut
out so as to cause the camera image of the camera module
2A and the camera image of the camera module 2B to be
consecutive, thereby restructuring the address conversion
table.

[0146] As a result, if no deviations occur in optical axes
and mount positions of the camera modules 2A and 2B, the
camera images 601a, 601b take the form of images con-
secutive via a partition line as shown in FIG. 8B. In contrast,
if deviations occur in the optical axes and mount positions
of the camera modules 2A and 2B, the camera images 6014,
601b take the form of images straddling the partition line to
be non-consecutive as shown in FIG. 8C.

[0147] In cases where deviation occurs in image between
the camera image 601a and the camera image 601b, the
image processing device of the presently filed embodiment
takes an intended object, whose layout in so-called charac-
teristic feature is known, as a reference for picking up
images and deviates a usage area of the address conversion
table using the intended object involved in the image upon
address conversion, thereby correcting the deviations in the
image pickup areas of the camera modules 2.

[0148] A basic sequence of operations for calibrating the
deviations in the image pickup areas of the camera modules
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2 is described with reference to situations in the presence of
assumption under conditions 1 to 5 as listed below for the
sake of convenience for description.

[0149] 1. A monitor is assumed to have the monitor
resolution in 16 pixels wide by 16 pixels tall.

[0150] 2. Suppose the correction is performed under
circumstances shown in FIGS. 8A and 8B. The opera-
tions are executed to cut out images from images
picked up by the camera modules 2A and 2B by
referring to the address conversion tables, permitting
the respective images to be allocated to areas from left
to right each in 8 pixels wide (in a horizontal direction)
by 16 pixels tall (in a vertical direction) (see FIGS. 9A
to 9D).

[0151] 3. Suppose pixel information is outputted from
each camera in an RGB format (in 24 bits). Also, it
doesn’t matter if it is in the form of YCbCr format.

[0152] 4. Suppose information sizes, per one pixel, for
vehicle circumferences to be picked up by a plurality of
cameras are equal to each other. This means that in case
of the structure shown in FIG. 8A, the camera modules
2A and 2B have the same specifications and are
mounted at symmetrical positions in the same orienta-
tions (of optical axes). However, even in cases where
the camera modules 2A and 2B have different specifi-
cations or where the camera modules 2A and 2B are
mounted in different positions with different orienta-
tions (of optical axes), it may be sufficed for the
information sizes, per one pixel, within monitor screen
areas allocated in result to the monitor 3 based on the
respective image pickup areas to be equal to each other.

[0153] 5. Patterns RP (see FIGS. 9A to 9D) obliquely
intersects the known intended object, serving as a
reference, and color information of such reference
pattern includes color information that is absent in
environments whose images are picked up. With the
presently filed embodiment, suppose color information
of the intended object is colored in black (0x000000)
with color information around a black colored periph-
ery being colored in white (OXFFFFFF). However, it
may be sufficed for pixel information of the intended
object to be discriminated in terms of color information
in binary-coded black and white, contrasting density
and brightness. Also, patters for asymmetric object may
not be limited to intersecting patterns.

[0154] Now, with such conditions settled, as shown in
FIG. 9A, if no deviations occur in the optical axes, sym-
metric patterns between an image 701A, picked up by the
camera module 2A, and an image 701B, picked up by the
camera module 2B, are detected. On the contrary, if the
deviations occur in optical axes, no symmetric property is
lost to be non-consecutive in pattern between the image
701A, picked up by the camera module 2A, and the image
701B, picked up by the camera 2b module 2B. Accordingly,
with the image processing device of the presently filed
embodiment, detecting variation in patters for such an object
allows the correction of the deviation in image at the
partition line as shown in FIG. 8C.

[0155] During such correcting operation, other camera
module 2 than the camera modules 2A and 2B picks up an
image of the intended object and a featuring pattern of such
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an intended object is stored. Such a featuring pattern results
in a featuring pattern for a case in which the images are
picked up under circumferences in the absence of deviations
in the camera modules 2A and 2B and outputted to the
monitor 3. Here, the intended object for obtaining the
featuring pattern is assigned to take an asymmetric object
located on a physical center axis between the camera mod-
ules 2A and 2B and includes one that is present in an image
pickup area for the other camera module 2 than the camera
modules 2A and 2B.

[0156] More particularly, as shown in FIG. 10, the CPU
13 discriminates whether or the calibration mode is present
upon which if the calibration mode is present and the table
area determination section 32 executes the operation in step
S12 to acquire the leading pointers of the address conversion
tables in default for the camera modules 2A and 2B, respec-
tively.

[0157] In next step S13, the table restructuring section 33
acquires the address conversion tables from the leading
pointers acquired in step s12, respectively, and restructures
the address conversion object areas for the camera modules
2A and 2B, respectively, by taking into consideration the
monitor resolution and the image layouts, thereby restruc-
turing the address conversion tables for use in actual address
conversion.

[0158] In succeeding step S14, the address converter 34
executes address conversion to rewrite image data (pixel
information) of the input buffers 12 in the output buffer 16.

[0159] In consecutive step S15, the CPU 15 extracts color
information (0x000000) of the intended object (featuring
pattern) and a coordinates of pixels, whose color informa-
tion is detected, from among pixel information stored in the
output buffer 16.

[0160] In subsequent step S16, the CPU 13 makes com-
parison between a coordinates of pixels forming the featur-
ing pattern detected in step S15 and a coordinates of pixels
of a featuring pattern acquired before starting the operation
in step S11, thereby discriminating whether or not there
exists a coincidence. If discrimination is made that the
coincidence exists, then, discrimination is made that no
physical deviations exist in both the camera modules 2A and
2B, upon which the operation is completed, and if discrimi-
nation is made that the coincidence exists, then, the opera-
tion is executed to acquire a direction and amount of pixels
in which the featuring pattern is deviated.

[0161] In next step S17, the CPU 13 allows one camera
module 2 of the camera modules 2A and 2B to be targeted
for calibration based on the deviated direction and the
amount of deviated pixels of the featuring patterns acquired
in step S16. Here, the camera module 2, which is not
targeted for calibration, is treated as a relative standard for
calibration.

[0162] When this takes place, the CPU 13 may select the
camera module 2, whose amount of deviation in the pre-
liminarily obtained featuring pattern is great, as the camera
module 2 to be targeted for calibration. Of course, since the
standard is of a relative one, the camera module 2, whose
amount of deviation is great, may be targeted as the camera
module 2 for standard. In this moment, image data, con-
verted in step S14 and stored in the output buffer 16, is
stored in a separate memory that is not shown.
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[0163] In succeeding step 18, the CPU 13 retrieves the
address conversion table, associated with the image layout
to be provided to the driver, for each camera module 2 for
storage in the memory that is not shown. When this takes
place, the CPU 13 retrieves the address conversion table
with a resolution greater than the monitor resolution, for the
address conversion table for the camera module 2 discrimi-
nated to be the object for calibration in step S17. In this
moment, a leading pointer of the address conversion table,
related to the camera module 2 that is not targeted for
calibration, is set as a default value.

[0164] In subsequent step S19, the CPU 13 acquires the
amount of deviation, involved in the image picked up by the
camera module that is targeted for calibration, in terms of a
unit pixel such that a preliminarily stored featuring pattern
and a featuring pattern, involved in the image picked up by
the camera module 2 that is targeted for calibration, are
consecutive. The amount of deviation represents the amount
of deviation in the leading pointer of the address conversion
table of the camera module 2 that is targeted for calibration
and stored in the memory, which is not shown, upon which
the operation is terminated (in step S20). During the rest of
subsequent steps, the deviated leading pointer is used and
the address conversion table is used for performing image
processing.

[0165] As sct forth above, with the image processing
device of the presently filed embodiment, determining the
leading pointer, by which a usage area of the address
conversion table associated for the camera module 2 to be
targeted for calibration is determined, by referring to an
image subsequent to address conversion of the other camera
module 2 enables the correction of the image pickup area for
each camera module 2 using the relative standard. In par-
ticular, since images of a vehicle body and a bumper forming
an absolute standard are not used for calibration of the image
pickup area, no need arises for a correction processing
mechanism to be provided for each type of vehicle.

[0166] Further, when providing a vehicle circumference in
an image layout combined with images picked up by a
plurality of camera modules 2, making comparison between
the preliminarily obtained featuring pattern and the featuring
pattern, resulting from the images picked up by the plural
camera modules 2 and subjected to address conversion,
allows the detection of deviations in the image pickup areas
of the camera modules 2 and displacement of the usage areas
of the address conversion tables based on the deviations in
such image pickup areas, thereby enabling the correction of
the image pickup areas of the camera modules 2 in an
automatic fashion.

[0167] Furthermore, it becomes possible to calibrate the
deviation in the image pickup area for each camera module
2 based on a relative position between the featuring pattern,
resulting from the image pickup of the camera module 2 that
is targeted for calibration, and the featuring pattern resulting
from the image picked up by the separate camera. Since
image information such as the vehicle body and the bumper,
forming the absolute standard, is not used for calibrating the
deviation in the image pickup area, no need arises for a
correcting processing function to be provided for each type
of vehicle.

[0168] Incidentally, while the presently filed embodiment
has been described with reference to a case wherein the
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operation is executed to calibrate the partition line between
the images picked up by the camera modules 2A and 2B, the
present invention is not limited to such a case and may be
applied to a case for calibrating more than two camera
images.

Sixth Embodiment

[0169] Now, an image processing device of a sixth
embodiment of the present invention is described in detail
mainly with reference to, in addition to FIG. 1, FIGS. 11A
to 14.

[0170] The image processing device of the presently filed
embodiment mainly differs from the first embodiment in
respect of a structure wherein a pre-switchover image and a
post-switchover image are cut out for the purpose of dis-
playing an intermediate image while employing the structure
of the first embodiment. The same component parts as those
of the first embodiment bear like reference numerals to
suitably omit or simplify description with description being
made with a focus on differing points.

[0171] FIG. 11A is a view showing an address conversion
object image in a vehicle circumference display system with
an image processing device of the presently filed embodi-
ment; FIG. 11B is a view for illustrating the operation of
cutting out the pre-switchover image and the post-switcho-
ver image from the address conversion object image shown
in FIG. 1A for the purpose of displaying the intermediate
image; FIG. 12 is a view showing a status wherein the
intermediate image is consecutively displayed between the
pre-switchover image and the post-switchover image in the
image processing device of the presently filed embodiment;
FIG. 13 is a view showing an comparative example of the
image processing device of the presently filed embodiment;
and FIG. 14 is a view showing the image conversion to be
executed using the address conversion table of unified
address information among input image data that are picked
up, in the image processing device of the presently filed
embodiment.

[0172] With the image processing device of the presently
filed embodiment, the structure shown in FIG. 1 serves to
control an image conversion timing for the input buffers 12
of the image converter 14 and a data output timing for the
output buffer 16 to output data to the monitor 3 for permit-
ting address converting operations to be consecutively
achieved to switch over the images to be consecutively
displayed on the monitor 3.

[0173] [Address Converting Operations]

[0174] First, description is made of address converting
operations to be executed by the image processing device
with such a structure.

[0175] Even with the presently filed embodiment, if the
monitor 3 takes a display mode (with the resolution of the
monitor 3) in QVGA (in 320 pixels wide by 240 pixels tall)
and the number of pixels in a width direction and the number
of pixels in a height direction of the CCD 22, that is, the
number of pixels in the width direction and the number of
pixels in the height direction of image data stored in the
input buffers 12 are expressed as a display mode of the
monitor 3, it is supposed that the display mode of the
monitor 3 takes the VGA (in 640 pixels wide by 480 pixels
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tall) and necessary images are cut out for address converting
operations based on input image data of such VGA.

[0176] Therefore, the address conversion tables need to
take the image area, with a greater lengthwise and crosswise
size of the display mode of the monitor 3 in the height
direction or the width direction or in both directions.

[0177] More particularly, an address space, associated
with image data targeted for address converting operation, is
set in 400 pixels wide by 300 pixels tall. By so doing, as
shown in FIG. 11A, among the camera images (input image
data) 200 (in 640 pixels wide by 480 pixels tall) picked up
on the image pickup areas of the cameras, an image (address
conversion image data) in 400 pixels wide by 300 pixels tall
becomes an address conversion object.

[0178] Then, the camera module 2 picks up the camera
image 200 (in 640 pixels wide by 480 pixels tall) with a size
corresponding to the camera image pickup area for storage
in the input buffers 12, thereby switching over the image, to
be displayed on the monitor 3, from the display image
(pre-switchover image) 212, shown in FIG. 11B, to a
display image (post-switchover image) 213.

[0179] When this takes place, first, among the address
spaces for 400 pixels wide by 300 pixels tall, address spaces
forming the pre-switchover image 212 and the post-switcho-
ver image 213, in the monitor resolution (in 320 pixels wide
by 240 pixels tall) are respectively determined by the image
converter 14. Subsequently, the images forming the address
spaces associated with the pre-switchover image 212 and the
post-switchover image 213, among the address conversion
tables in the memory addresses of the input buffers 12, are
cut out, thereby cutting out the image areas 204, 205. That
is, the image converter 14 reads out the image area 204
forming the pre-switchover image 212 in the camera image
200, while reading out the image area 205 forming the
post-switchover image 213 in the camera image 200.

[0180] Subsequently, in cases where when switching over
the pre-switchover image 212 to the post-switchover image
213, an intermediate image is displayed to allow these
images to be consecutively switched, the image converter 14
cuts out the image areas 207, 208 from the image 201 during
a phase from the image area 204 to the image area 2085,
thereby causing the pre-switchover image 212, the interme-
diate image cut out from the image area 207, the interme-
diate image cut out from the image area 208, and the
post-switchover image 213 to be updated in this order and
outputted to the monitor 3. When this takes place, the
address converting operation is executed for converting
addresses of image data to be delivered from the input
buffers 12 to the output buffer 16 by sequentially referring
to the address space corresponding to the image area 207 and
the address space corresponding to the image area 208.

[0181] Further, when determining the address space cor-
responding to the image area 207 and the address space
corresponding to the image area 208 based on the address
conversion tables, the image converter 14 designates the
leading pointers of the address spaces in the monitor reso-
lution for use in the address converting operation. In this
moment, the operation is executed to determine the leading
pointer for the address space corresponding to the image
area 207 and the leading pointer for the address space
corresponding to the image area 208.
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[0182] With the image processing device with such a
structure set forth above, the operation is executed to
sequentially cut out image data in the monitor resolution so
as to include address information in phase from the pre-
switchover image to the post-switchover image by referring
to the address conversion tables when permitting the pre-
switchover image, currently displayed on the monitor 3, to
the post-switchover image to be subsequently displayed,
thereby causing cut out image data to be generated as
intermediate image data converted to address information of
display image data for thereby causing the monitor 3 to
consecutively display the intermediate images before the
post-switchover image is displayed. Thus, even if the cam-
era modules 2 are used with the mount positions and image
pickup directions being fixed, the images to be displayed can
be consecutively switched over in a simplified fashion
without causing an enormous increase in a memory capacity
for the address conversion tables.

[0183] More particularly, when performing image
switchover from the pre-switchover image 311, currently
provided to the driver, to the post-switchover image 312, as
shown in FIG. 12, intermediate images 313, 314 between
the pre-switchover image 311 and the post-switchover image
312 can be provided. When this takes place, no need arises
for preparing the address conversion tables, in which the
positions and the orientations (of the optical axes) of the
camera modules 2 for the purpose of providing intermediate
images 313, 314 between the pre-switchover image 311 and
the post-switchover image 312, enabling a memory capacity
of the table storage unit 15 to be minimized.

[0184] Further, with such a structure, since the operation
is executed to cut out the address spaces to be displayed on
the monitor 3 based on the address conversion table with a
large address space, no need arises generating the address
conversion tables for displaying the intermediate images
313, 314 on a real time basis, resulting in reduction in
operating loads.

[0185] Incidentally, since use is made of only the address
conversion table for a case in which the image pickup
direction is fixed, a probability may occur wherein distortion
takes place in the image displayed on the monitor 3 under a
situation where an image in the vicinity of an edge of the
camera image pickup area is targeted for address conversion.
However, by restricting the image area, among the camera
image pickup areas, to be targeted for address conversion
and setting such that the address space of the address
conversion table is greater than the resolution of the monitor
3, it becomes possible to eliminate the distortion in image in
a simplified and reliable manner.

[0186] Further, in comparison to the structure of the image
processing device of the presently filed embodiment, when
cutting out image areas in a camera image pickup range 100
in a comparative example, shown in FIG. 13, to provide a
pre-switchover image 101, a post-switchover image 102 and
a post-switchover image 103, it is supposed that the pre-
switchover image 101, the post-switchover image 102 and
the post-switchover image 103 include address conversion
tables for address spaces corresponding to the respective
monitor resolutions. Such a structure results in a need for the
address conversion tables to be switched over and images to
be displayed on the monitor 3 are intermittently switched
over. This results in a tendency with a difficulty for the driver
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to understand which of locations in a vehicle circumference
is displayed by the post-switchover image 102 or a difficulty
for the driver to understand that an image shift between the
pre-switchover image 101 and the post-switchover image
102 and a positional relationship of an actual vehicle cir-
cumference are brought into coincident.

[0187] [Image Switchover Operations]

[0188] Next, description is made of a basic sequence of
operations to consecutively provide a display for time
between the image (pre-switchover image) currently on
display and the image (post-switchover) to be subsequently
displayed when switching over the images displayed on the
monitor 3 among a plurality of camera modules 2A, 2B in
the presently filed embodiment.

[0189] When switching over the images among a plurality
of camera modules 2A, 2B in such a way, as shown in FIG.
14, an XY coordinates (Xg, Yg) of an address conversion
table for performing address conversion of an address con-
version object image 411 (in 400 pixels wide by 300 pixels
tall), involved in an image picked up by the camera module
2A, and an XY coordinates (Xh, Yh) of an address conver-
sion table for performing address conversion of an address
conversion object image 413 (in 400 pixels wide by 300
pixels tall), involved in an image picked up by the camera
module 2B, use coordinates values present in address spaces
in the same size. That is, address information in the monitor
resolution for a plurality of input image data is described in
the address conversion tables stored in the table storage unit
15. Further, the image processing device of the presently
filed embodiment is configured to prepare an address con-
version table with a common address space, covering the
number of pieces (here, in two pieces) of the camera
modules 2, contrary to the address conversion tables for
consecutively switching over the display images of the
respective camera modules 2, for storage in the table storage
unit 15. That is, as shown in FIG. 14, the image processing
device of the presently filed embodiment includes a global
address conversion table, covering the plural camera mod-
ules 2, contrary to the address conversion table for a single
camera module 2 described above. This becomes synony-
mous with a fact to separately include a address conversion
table with 800 pixels wide by 300 pixels tall, in case where
the two camera modules 2 picks up images in a width
direction, and when switching over the images resulting
from the plural camera modules, a start position between a
leading pointer of the pre-switchover image 4112 and a
leading pointer of the post-switchover image 414 is dis-
placed by referring to such address conversion table for
thereby acquiring an intermediate image.

[0190] Incidentally, even under a situation where there are
more than three camera modules 2, it may be sufficed for
preparing address conversion tables to allow images, picked
up by the more than three camera modules 2, to be con-
secutively displayed.

[0191] The image processing device with such a structure
mentioned above is configured to separately include a uni-
fied address conversion table, covering the plural camera
modules 2, contrary to a general address conversion table,
whereby when performing switchover of the images, it
becomes possible to consecutively display an intermediate
image between a pre-switchover image and an post-switcho-
ver image resulting from different camera modules 2. On the
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contrary, in cases where different address conversion tables
are prepared for the camera modules 2A, 2B, a difficulty is
encountered in consecutively displaying the image from
between the pre-switchover image 412 and the post-switcho-
ver image 414, that is, it becomes hard to consecutively
perform a shift from the leading pointer of the pre-switcho-
ver image 412 and the leading pointer of the post-switchover
image 414.

[0192] Further, even in cases where the pre-switchover
image 412 and the post-switchover image 414 are different
in image size, progressively increasing the address space of
the intermediate image between the leading pointer of the
pre-switchover image 412 and the leading pointer of the
post-switchover image 414 enables the switchover to be
consecutively executed without causing a feeling of strange-
ness.

[0193] Furthermore, even in cases where no duplication
occurs in image pickup ranges for the plural camera modules
2, preparing an address conversion table with a common
address enables the realization of switchover on consecutive
images.

[0194] [Image Updating Speed Control Operation]

[0195] Next, detailed description is made of a basic
sequence of operations for controlling an image updating
speed (switchover speed) when making switchover from the
pre-switchover image to the post-switchover image.

[0196] With such an operation to control the image updat-
ing speed, during a process of consecutively updating
(switching over) between the pre-switchover image and the
post-switchover image, a shift speed of the intermediate
image close proximity to the pre-switchover image and the
post-switchover image is set to a low speed and a shift speed
of the other intermediate image is set to a high speed for
display. This is due to the fact that no need arises for a shift
speed of the intermediate image between the pre-switchover
image and the post-switchover image to be fixed and it may
be sufficed for a driver to recognize an actual vehicle
circumference position of the post-switchover image upon
the occurrence of a shift from an actual vehicle circumfer-
ence position of the pre-switchover image in any direction
while it may be sufficed for a positional relationship of a
vehicle circumference to be recognized in the pre-switcho-
ver image and the post-switchover image.

[0197] Here, the CPU 13 or the image converter 14
prepare the intermediate image, close to address information
of the pre-switchover image and the post-switchover image,
and the intermediate image, which is not close to address
information of the pre-switchover image and the post-
switchover image in distinction from each other.

[0198] When altering the shift speed (switchover speed) in
such a way, the image converter 14 limits the number of
address conversion tables for preparing the images to be
displayed between the pre-switchover image and the post-
switchover image. More particularly, in areas around the
pre-switchover image and the post-switchover image, an
image area is cut out upon deviating the leading pointer by
one dot to generate the intermediate image whereas in an
image position of other area, the intermediate image is
generated by cutting out the image area such that the leading
pointer is deviated so as to exceed by one dot. This means
that the number of the leading pointers in the areas, closer
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to the pre-switchover image and the post-switchover image,
is increased and in other areas, the number of the leading
pointers are decreased.

[0199] That is, the CPU 13 or the image converter 14
generate greater numbers of intermediate images with
address information closer to address information of the
pre-switchover image and intermediate images with address
information closer to address information of the post-
switchover image than those of intermediate images with
address information, which is not closer to address infor-
mation of the pre-switchover image, and intermediate
images with address information that is not closer to address
information of the post-switchover image.

[0200] By so doing, it becomes possible to reduce the
number of times for address conversion to be executed and
the amount of operations for the images to be cut out from
the input buffers 12 to values lower than those of cases in
which a fixed number of leading pointers are set between the
pre-switchover image and the post-switchover image to
perform address conversions, respectively, thereby enabling
reduction in operating load of the image converter 14.

[0201] Incidentally, the other example of operations to
control the image updating speed may include a step of
altering a display time interval of the monitor 3 by fixing the
amount of displacement of the leading pointer of the inter-
mediate image in a phase between the pre-switchover image
and the post-switchover image. If an image transmission
system, in which images are delivered from the camera
modules 2 to the vehicle image conversion device 1, takes
an NTSC system, one frame, picked up by the camera
module 2, is updated for a time interval of 33 ms whereas in
areas closer to the pre-switchover image and the post-
switchover image, a time interval for one sheet of interme-
diate image to be displayed is set to 300 ms (in 90 frames)
while in other cases, a time interval for one sheet of
intermediate image to be displayed is set to 100 ms (in 3
frames). When this takes place, the CPU 13 controls an
address conversion timing for the image converter 14 and an
output timing of the output buffer 16 based on the positional
relationship between the leading pointer of the pre-switcho-
ver image and the leading pointer of the post-switchover
image, and the leading pointer of the intermediate image that
is currently displayed.

[0202] That is, the CPU 13 or the image converter 14
operate such that the display time intervals of the interme-
diate image, having address information closer to address
information of the pre-switchover image, and the interme-
diate image, having address information closer to address
information of the post-switchover image, are longer than
the display time intervals of the intermediate image, having
address information that is not closer to address information
of the pre-switchover image, and the intermediate image,
having address information that is not closer to address
information of the post-switchover image.

[0203] Thus, upon varying the time interval for the inter-
mediate image between the pre-switchover image and the
post-switchover image to be displayed on the monitor 3, the
driver is caused to recognize a shift direction from the
pre-switchover image and the post-switchover image, while
enabling the driver to recognize the positional relationship
between a displayed image and an actual vehicle circum-
ference in a further detailed fashion.
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[0204] Further, as factors by which the shift speed of the
intermediate image is determined, use may be made of shift
speed information of a vehicle that is detected by a speed
sensor that is not shown. During running of a vehicle at a
low speed such as when parking, the shift speed of the
intermediate image between the pre-switchover image and
the post-switchover image is set to a low speed so as to allow
the driver to recognize an image pickup position. On the
contrary, in cases where the vehicle is running at a speed
greater than a certain fixed speed, the vehicle image con-
version device 1 operates in a way to set the shift speed of
the intermediate image to be higher than that of the inter-
mediate image between the pre-switchover image and the
post-switchover image.

[0205] With such a structure set forth above, the CPU 13
or the image converter 14 determine the shift speed for the
intermediate speed to be switched over based on the speed
of the own vehicle, enabling the realization of the speed at
which the display switchover is executed in conformity to a
driving status of the driver.

[0206] Incidentally, it is of course possible for a so-called
writing-in address converting operation to be applied to
image information, delivered from the camera modules 2,
for sequentially referring to the address conversion tables for
storage in the output buffer 16.

Seventh Embodiment

[0207] Now, an image processing device of a seventh
embodiment according to the present invention is described
in detail mainly with reference to, in addition to FIG. 1,
FIGS. 1A to 14.

[0208] The image processing device of the presently filed
embodiment mainly differs from the sixth embodiment in
structure that discriminates whether or not the movement of
an object, forming an obstacle, is recognized. Hereunder, the
same component parts as those of the sixth embodiment bear
like reference numerals to suitably omit or simplify descrip-
tion with a focus on differing points.

[0209] More particularly, the image processing device of
the presently filed embodiment is configured such that the
CPU 13 monitors image signals outputted from the camera
modules 2 to discriminate whether or not the movement of
the object, forming the obstacle, is recognized in an area
outside an image area with the output resolution of the
monitor 3 from which an image is cut out as an address
conversion object. When this takes place, the CPU 13
acquires a so-called optical flow to allow the calculation of
speed vectors on arbitrary pixels and figures in the image
outside the image area with the output resolution of the
monitor 3.

[0210] Then, the CPU 13 operates to alter the image area
with the output resolution of the monitor 3 to be cut out as
an address conversion object at a timing, at which the
movement of the object in the area outside the image area
with the output resolution to be targeted for address con-
version is detected, to set the image area to the post-
switchover image. When this takes place, the image con-
verter 14 operates to shift the leading pointers in parallel to
each other to consecutively switch over the pre-switchover
image to the post-switchover image involving the moving
object. Further, in this moment, the CPU 13 and the image
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converter 14 execute the operations set forth above, thereby
consecutively displaying intermediate images before the
post-switchover image involving the moving object appears.

[0211] In particular, in FIG. 1A, the image 201, which
corresponds to the camera image pickup area and which the
vehicle image conversion device 1 is able to provide to the
driver, depends on a size of the address conversion table, that
is, the address space. Accordingly, the image area, actually
displayed on the monitor 3, can be generated by cutting out
the image area, in the monitor resolution, cut out upon
referring to the address conversion table, such as the pre-
switchover image 212 and the post-switchover image 213.

[0212] In contrast, the presently filed embodiment is con-
figured in a way to monitor the image area, whose image
recognizing section (not shown), contained in a function of
the CPU 13, remains in the image 201 but remains outside
the pre-switchover image 212, under a situation wherein the
pre-switchover image 212 is displayed. The leading pointer
is shifted so as to cut out the image area for such a moving
object to be displayed at a timing in which the moving object
is recognized by the image recognizing section.

[0213] With the structure set forth above, the driver can be
provided with a display of a sudden darting out of a child,
enabling the driver to recognize a direction in which a
moving object is present.

[0214] The entire content of a Patent Application No.
TOKUGAN 2004-239295 with a filing date of Aug. 19,
2004 in Japan and the entire content of a Patent Application
No. TOKUGAN 2004-239296 with a filing date of Aug. 19,
2004 in Japan are hereby incorporated by reference.

[0215] Although the invention has been described above
by reference to certain embodiments of the invention, the
invention is not limited to the embodiments described
above. Modifications and variations of the embodiments
described above will occur to those skilled in the art, in light
of the teachings. The scope of the invention is defined with
reference to the following claims.

What is claimed is:
1. An image processing device comprising:

an input section through which input image data is
inputted from an image pickup device, the input image
data being obtained through the image pickup device
picking up an image of a circumference;

a storage section storing an address conversion table
describing a relation between address information of
the input image data and address information of display
image data corresponding to a display resolution, the
display resolution being defined with the number of
pixels in height and width directions of a display, and
an address space of the address information of the input
image data having a size greater in a height direction or
a width direction than that of the display image data;

an image processing section processing the input image
data to cut out image data, corresponding to the display
resolution, from the input image data upon referring to
the address conversion table, for thereby allowing
address information of the resultant cut out image data
to be converted to address information of the display
image data; and
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an output section outputting the display image data,
resulting from conversion of the address information by
the image processing section, to the display.

2. The image processing device according to claim 1,
wherein the image processing section is operative to set a
leading pointer for the address conversion table, to be used
in cutting out the image data corresponding to the display
resolution, for the image pickup device, to allow the input
image data to be cut out from the leading pointer of the
address conversion table.

3. The image processing device according to claim 1,
wherein the image pickup device generates the input image
data upon picking up images covering a given circumference
of an own vehicle, and the image processing section is
operative to shift the image data, cut out from the input
image data corresponding to the display resolution, in accor-
dance with a behavior of the own vehicle, for thereby cutting
out image data involving the given circumference.

4. The image processing device according to claim 1,
wherein the image processing section cuts out overlay data,
to be superimposed on the image data corresponding to the
display resolution, from overlay data with an address space
with a size greater in height and width directions than that
of the display image data the display resolution.

5. The image processing device according to claim 1,
wherein the image processing section preliminarily stores
overlay data to be displayed in a given position of a display
screen of the display and shifts a position for cutting out the
image data corresponding to the display resolution such that
the given position, in which the overlay data is displayed,
and a position of an object, involved in the input image data,
are brought into coincidence with each other on the display
screen.

6. The image processing device according to claim 5,
wherein the overlay data relates to a portion of an own
vehicle.

7. The image processing device according to claim 1,
wherein the image pickup device includes a plurality of
image pickup units, whose image pickup ranges are different
from each other, and the storage section stores a plurality of
address conversion tables allocated in accordance with an
image layout to be provided on the display with an image in
combination with a plurality of input image data picked up
through the plurality of image pickup units, the plurality of
address conversion tables having address spaces each of
which has a size greater in a height direction or a width
direction than that of the display image data corresponding
to associated one of the plurality of image pickup units;

wherein the image processing section is provided with:

a table area determination section extracting the plurality
of address conversion tables in accordance with the
image layout to be provided on the display; and

a table restructuring section determining areas for cutting
out image data allocated in accordance with the image
layout for each of the plurality of address conversion
tables, respectively, which are extracted by the table
area determination section, and restructuring an address
conversion table having an address space correspond-
ing to the display resolution in combination with the
plurality of address conversion tables which are
extracted by the table area determination section;

and wherein the image processing section cuts out the
image data allocated in accordance with the image
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layout for each of the plurality of input image data,
respectively, upon referring to the address conversion
table that are restructured by the table restructuring
section.

8. The image processing device according to claim 7,
wherein the table restructuring section is operative to shift a
leading pointer of an address conversion table, among the
plurality of address conversion tables extracted from the
table area determination section, which is relevant to any
one of the plurality of image pickup units to be targeted for
calibrating an input image data picked up therethrough, for
thereby shifting an area of the address conversion table for
cutting out image data allocated in accordance with the
image layout.

9. The image processing device according to claim §&,
wherein the storage section stores the leading pointer of each
address conversion table, based on which the image data
allocated in accordance with the image layout is cut out, for
each of the plurality of image pickup units.

10. The image processing device according to claim §&,
wherein the image processing section shifts the leading
pointer of each address conversion table for each of the
plurality of image pickup units, respectively, to cut out a
plurality of image data allocated in accordance with the
image layout for each of the plurality of image pickup units,
respectively.

11. The image processing device according to claim 7,
wherein the image processing section converts image data,
allocated in accordance with the image layout based on input
image data picked up through one of the plurality of image
pickup units, and shifts a leading pointer of an address
conversion table of the other one of the plurality of image
pickup units by referring to the display image data, for
thereby cutting out image data allocated in accordance with
the image layout based on input image data picked up
through the other one of the image pickup units.

12. The image processing device according to claim 7,
wherein the image processing section acquires a feature of
an object, involved in image pickup ranges of the plurality
of image pickup units, and shifts the leading pointer of each
address conversion table so as to make the feature of the
object continuous, for thereby cutting out image data allo-
cated in accordance with the image layout, from the plurality
of input image data.

13. The image processing device according to claim 1,
wherein the image processing section is operative such that
when switching a pre-switchover image, currently displayed
on the display, over to a post-switchover image to be
subsequently displayed on the display, image data, corre-
sponding to the display resolution with address information
between address information of the pre-switchover image
and that of the post-switchover image, is cut out from the
input image data, and generates an intermediate image, in
which address information of the image data is converted to
address information of the display image data, for thereby
consecutively converting the intermediate image to be dis-
played before the post-switchover image is displayed.

14. The image processing device according to claim 13,
wherein the input section allows a plurality of input image
data to be inputted from a plurality of image pickup units,
whose image pickup ranges are different from each other,
and the storage section stores a plurality of address conver-
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sion tables describing address information each with a size
corresponding to the display resolution for each of the
plurality of input image data.

15. The image processing device according to claim 13,
wherein the image processing section is operative to allow
a switchover speed for the intermediate image, to be dis-
played before the pre-switchover image is switched over to
the post-switchover image, to be set such that both the
intermediate image, having address information closer to
address information of the pre-switchover image, and the
intermediate image, having address information closer to
address information of the post-switchover image, move at
a further low speed.

16. The image processing device according to claim 13,
wherein the image processing section is operative to gener-
ate further increased numbers of both the intermediate
image, having address information closer to address infor-
mation of the pre-switchover image, and the intermediate
image having address information closer to address infor-
mation of the post-switchover image.

17. The image processing device according to claim 13,
wherein the image processing section is operative to allow
both the intermediate image, having address information
closer to address information of the pre-switchover image,
and the intermediate image, having address information
closer to address information of the post-switchover image,
to be set in further increased display time intervals.

18. The image processing device according to claim 13,
wherein the image processing section determines a switcho-
ver speed for the intermediate image, to be switched over,
based on a speed of an own vehicle.

19. The image processing device according to claim 13,
wherein the image processing section is operative such that
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if a moving object is detected in image data outside image
data cut out from the input image data, image data corre-
sponding to the display resolution is cut out in a way to
involve the moving object, for thereby setting the resultant
cut out image data to be the post-switchover image.

20. An image processing device comprising:

inputting means for inputting image data from an image
pickup device picking up an image of a circumference;

storing means for storing an address conversion table
describing a relation between address information of
the input image data and address information of display
image data corresponding to a display resolution, the
display resolution being defined with the number of
pixels in height and width directions of a display, and
an address space of the address information of the input
image data having a size greater in a height direction or
a width direction than that of the display image data;

image processing means for processing the input image
data to cut out image data, corresponding to the display
resolution, from the input image data upon referring to
the address conversion table, for thereby allowing
address information of the resultant cut out image data
to be converted to address information of the display
image data; and

output means for outputting the display image data,
resulting from conversion of the address information,
to the display.
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