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SINGLE CHIP CONTROLLER-MEMORY 
DEVICE WITH INTERBANK CELL 
REPLACEMENT CAPABILITY AND A 

MEMORY ARCHITECTURE AND METHODS 
SUITBLE FOR IMPLEMENTING THE SAME 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

‘This application is a continuation-in-part of application 
Ser. No. 08/551,526, ?led Nov. 1, 1995, now US. Pat. No. 
5,583,822, which is a continuation of application Ser. No. 
08/239,608 ?led May 9, 1994, now U.S. Pat. No. 5,473,573. 

TECHNICAL FIELD OF THE INVENTION 

The present invention relates in general to digital elec 
tronic circuits and systems and in particular to a single chip 
controller-memory device with interbank cell replacement 
capability and a memory architecture and methods suitable 
for implementing the same. 

BACKGROUND OF THE INVENTION 

A typical processing system with video/graphics display 
capability includes a central processing unit (CPU), a dis 
play controller coupled with the CPU by a system bus, a 
system memory also coupled to the system bus, a frame 
buffer coupled to the display controller by a local bus, 
peripheral circuitry (e.g., clock drivers and signal 
converters), display driver circuitry, and a display unit. The 
CPU generally provides overall system control and, in 
response to user commands and program instructions 
retrieved from the system memory, controls the contents of 
graphics images to be displayed on the display unit. The 
display controller, which may for example be a video 
graphics adapter architecture (VGA) controller, generally 
interfaces the CPU and the display driver circuitry, 
exchanges graphics and/or video data with the frame buffer 
during data processing and display refresh operations, con 
trols frame buifer memory operations, and performs addi 
tional processing on the subject graphics or video data, such 
as color expansion. The display driver circuitry converts 
digital data received from the display controller into the 
analog levels required by the display unit to generate 
graphics/video display images. The display unit may be any 
type of device which presents images to the user conveying 
the information represented by the graphics/video data being 
processed The “display” may also be a printer or other 
document view/print appliance. 
The frame buffer stores words of graphics or video data 

de?ning the color/gray-shade of each pixel of an entire 
display frame during processing operations such as ?ltering 
or drawing images. During display refresh, this “pixel data” 
is retrieved out of the frame buffer by the display controller 
pixel by pixel as the corresponding pixels on the display 
screen are refreshed. Thus, the size of the frame buifer 
directly corresponds to the number of pixels in each display 
frame and the number of bits (Bytes) in each word used to 
de?ne each pixel. In a standard VGA system, each frame 
consists of 640 columns and 480 rows of pixels and when 
each byte is de?ned by 8 bits, the frame bu?’er must have a 
minimum capacity of 307,200 Bytes. For larger displays, 
such as a 1280 by 1024 display, approximately 1.5 MBytes 
or more of memory space is required. The required size of 
the frame bu?er only further increases if more bits are used 
to de?ne each pixel. It should be recognized that the size and 
performance of frame buffer memory is dictated by a num 
ber of factors such as, the number of monitor pixels, the 
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2 
monitor DOT clock rate, display refresh, data read/write 
frequency, and memory bandwidth, to name only a few. 
Most frame bu?ers are constructed from random access 

memory devices (RAMs). Currently available RAM devices 
unfortunately have limitations on their use, mostly as a result 
of trade-offs that had to be made during their design and 
fabrication. Primarily due to expense and fabrication yields, 
RAM manufacturers are limited in the number of storage 
locations (cells) which can be provided on a single inte 
grated circuit. Further, design tradeoffs must be made in the 
interests of minimizing the number of data and address pins, 
minimizing the number of devices required for a given 
memory system, and of optimizing the width of the data and 
address ports. For example, a 4 Mbit (0.5 Mbyte) RAM can 
be arranged as 4M><l (i.e. storing 4 million l-bit words), 
lM><4, 512K><8, 256K><l6, or 128K>62 (storing 128 thou 
sand 32-bit words) device. At the one extreme, the 4M><1 
architecture only allows access to a single bit per address 
thereby necessitating the use of 32 devices to completely 
service a 32-bit data bus. This construction disadvanta 
geously consumes valuable board space. At the other 
extreme, a single 128K><32 device can service a 32-bit bus 
however the overall word storage capacity is relatively small 
and each chip/package requires 32 data pins alone along 
with 17 additional address pins (not to mention power, 
control, and feature pins). The need for a total of 39 data and 
address pins increases the size of the chip (as well as its 
package) due to minimum size requirements on each con 
nection between the chip and its package and the need for 
level translator (driver) circuits to drive each such connec 
tion. As a consequence, RAM manufacturers have generally 
adopted the more practical architectures, such as the 256K>< 
16 architecture. Even with the 256K><16 architecture how 
ever two devices are still required to service a 32-bit bus (or 
four to service a 64-bit bus) and each device still requires 18 
address and 16 data pins for a 256K deep memory (which is 
very limited). 

Conventional RAMs (dynamic RAMs) also disadvanta 
geously employ a multiplexed addressing system. During a 
memory access, row address bits are sent to each DRAM on 
the address bus and latched into each device address decoder 
in response to a row address strobe (R‘KS). The column 
address bits and column address strobe (CA3) are then 
presented to each DRAM and latched into the corresponding 
address decoders, after which data can be written to or 
retrieved from the addressed locations in memory. Besides 
complicating the timing of the system memory addressing 
scheme, this process takes two master clocks instead of a 
single master clock. 

Proposals have been put forth to put not only the entire 
frame buffer on a single chip but to also add the controller 
to the chip. A single controller/memory device would reduce 
the required board space and would eliminate the need for 
interconnection pins entirely. The primary obstacle to imple 
menting these proposals has been the inability to solve the 
problem of achieving good yield during the chip manufac 
turing process. A state-of-the-art controller is normally fab 
ricated using random logic circuitry which results in a 
typical die sort (fabrication) yield of 60-70%. Random logic 
circuitry is generally not “repairable.” Amemory however is 
usually fabricated as an array of rows and columns of 
memory cells. The repetitive nature of memory arrays 
allows for columns and rows containing defective cells to be 
“repaired” by substitution with redundant rows and columns 
provided on the chip. With the ability to “repair”, the yield 
for memory devices can be increased Typically however no 
more than 2—3% of a given array are provided as “repair 
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cells” due to cost limitations. Further, in those cases where 
the memory cells are divided into blocks, the repair cells are 
typically not transferable from block to block. Therefore, a 
substantial number of defects in a block of memory cells 
normally cannot be repaired even if enough repair cells are 
available in the overall array. Currently, there are no means 
for accessing only the remaining operational blocks of the 
memory and thus the entire chip must be discarded in many 
cases. 

The use of on-chip redundant rows and columns of cells 
for replacing defective rows and columns in a DRAM array 
is well established in the art. For example, the basics of 
defective cell replacement are set forth in Fitzgerald and 
Thomas, Circuit Implementation of Fusible Redundant 
Addresses on RAMs for Productivity Enhancement, IBM 
Journal of Research and Development, Vol. 24, No. 3, May 
1980. Generally, in currently available multiple-bank 
devices, the wordlines of the primary rows and the input/ 
output devices of the sense ampli?ers of the primary col 
umns of each bank are connected to the corresponding row 
and column decoders by programmable links, typically laser 
programmable fuses or electrically-programmable read-only 
memory (EPROM) cells. During probe testing, defective 
rows and/or columns are identi?ed. Defective rows and 
columns are then functionally removed from the remainder 
of the array by programming the appropriate links such that 
addresses to the corresponding address decoder no longer 
select the defective rows and columns. 

In a multiple bank device, each bank is fabricated with a 
given number of dedicated spare rows and spare columns 
(along with corresponding spare sense ampli?ers). 
Typically, 5% of the rows and columns for a given array are 
redundant cells, at the most. Each spare row and column is 
associated with a programable address decoder/driver. When 
a defective row or column is functionally removed ?'om the 
bank, the address decoder circuitry for a selected spare 
row/column is then programmed (again using program 
mable links) to respond to the same address to which the 
address decoder circuitry of the defective row was to 
respond. As a result, addresses to the defective row/column 
are redirected (steered) to a good redundant row/column and 
a required access made without error. 

However, current repair techniques do not allow for the 
replacement of a defective row or column in one bank with 
a good redundant column of another bank without the 
payment of signi?cant cost and performance penalties. 
Typically, each bank is addressable by a ?xed set of row/ 
column address bits which allow selected access to locations 
within the bank The row/column address set (space) is 
typically the same for all banks in order to minimize 
circuitry overhead. One or more bank select bits then selects 
and activates the particular bank to be addressed (the dese 
lected banks remain in standby). As a result, bank to bank 
row/column replacement without additional row/column 
address bits is not possible. For example, if Row 0 at 
Address 0 in BankA is defective and Row 0 at Address 0 in 
Bank B is good, then Row 0 of Bank A cannot simply be 
replaced by disconnecting the defective row and program 
ming a redundant row in BankB to Address 0, since Address 
0 in Bank B already maps to a good row. Additional address 
bits could be added to steer the address to defective Row 0 
in Bank A to a redundant row outside the ?xed address set 
of Bank B, but currently such a technique would create 
substantial di?iculties. 
The inability to efficiently perform bank to bank replace 

ments of defective rows and columns results in the inability 
optimize yields in multibank systems. For instance, one 
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4 
bank may have more defective rows (or columns) than 
redundant rows (or columns) available for repair while 
another bank on the same chip may have an excess of 
redundant rows (or columns). Hence, notwithstanding the 
redundant cells available in the second bank, without bank 
to bank replacement capability, the chip would still be either 
completely unusable or only usable in a degraded form. 

Thus, the need has arisen for an architecture which will 
allow the fabrication of a controller and associated memory 
as a single integrated circuit with high yields and thus 
reduced device cost. In particular, such an architecture 
should allow the fabrication of a display controller and an 
associated frame buifer on a single chip. Such an architec 
ture should be applicable to memories of dilfering sizes and 
an output Word arrangements. The need has also arisen for 
a memory architecture, in which functional portions of an 
otherwise defective memory chip can still be used. 
Additionally, such an architecture would preferably elimi 
nate the generation and routing of m and m signals in 
DRAM operations. The architecture will also solve, in most 
cases, the “memory bandwidth” bottleneck to enhance total 
system performance. Finally, such an architecture should 
allow for replacement of a defective row or column of a 
given bank to be replaced with a row or column of any other 
bank or array in the memory subsystem. This feature would 
allow for the optimal use of the provided redundant cells 
thereby increasing chip yield. 

SUMlvlARY OF THE INVENTION 

According to one embodiment of the principles of the 
present invention, a memory subsystem is provided which 
includes processing circuitry and ?rst and second banks of 
memory, each memory bank including a predetermined 
number of primary memory cells and a predetermined 
number of redundant memory cells. An address bus is 
included for allowing a processing circuitry to address at 
least one of the primary memory cells. A redundancy bus is 
provided for allowing the processing circuitry to address at 
least one of the redundancy cells. 

According to another embodiment of the principles of the 
present invention, a memory device is provided which 
includes information processing circuitry and a plurality of 
arrays of rows and columns of memory cells, each array 
including a preselected number of primary rows and col 
umns and a preselected number of redundant rows and 
columns. First address logic is included for addressing the 
primary rows and columns of cells in response to bits 
presented by the processing circuitry on a primary bus. 
Second address logic is included for addressing the redun 
dant rows and columns in response to bits presented by the 
processing circuitry on a redundancy bus. 

According to a further embodiment of the principles of 
the present invention, a processing system is provided which 
includes a controller, a redundancy bus, and a memory. The 
memory includes a plurality of banks each comprising an 
array of memory cells, each array including a preselected 
number of primary cells and a preselected number of redun 
dant memory cells. Circuitry is provided for preventing 
access to defective ones of the primary cells of a ?rst 
selected one of the banks. The memory further includes 
address decoding circuitry for accessing selected ones of the 
redundant cells in a selected one of the banks in response to 
a redundancy address presented by the controller on the 
redundancy bus, the redundancy address including a plural 
ity of primary row/column address bits and at least one 
redundancy address bit. Finally, the controller is operable to 
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generate the redundancy address to access the selected 
redundant cells in response to a need to access the defective 
primary cells. 
The principles of the present invention are also embodied 

in the methods for replacing defective memory cells in 
systems including a controller and a multi-bank memory 
device. According to one method, a defective set of memory 
cells is identi?ed in a ?rst one of the banks, the defective 
memory cells associated with a bank select bit and a location 
address bit and addressable by the controller by a primary 
address bus. Aredundant set of memory cells is programmed 
in a second one of the banks, the redundant set of cells 
addressable with a bank select bit, a primary location 
address bit, and a redundancy address bit by the controller 
via a redundancy address bus. Access is then steered from 
the defective set of cells to the corresponding redundant 
cells by addressing the redundant set of cells via the redun 
dancy bus. 
The principles of the present invention have substantial 

advantages over the prior art. Among other things, such 
principles allow for the replacement of a defective row or 
column of a given bank with a row or column of any other 
bank or array in the memory subsystem. This feature advan 
tageously allows for the optimal use of the available redun 
dant cells thereby allowing for increased chip yield. 
The foregoing has outlined rather broadly the features and 

technical advantages of the present invention in order that 
the detailed description of the invention that follows may be 
better understood. Additional features and advantages of the 
invention will be described hereinafter which form the 
subject of the claims of the invention. It should be appre 
ciated by those skilled in the art that the conception and the 
speci?c embodiment disclosed may be readily utilized as a 
basis for modifying or designing other structures for carry 
ing out the same purposes of the present invention. It should 
also be realized by those skilled in the art that such equiva 
lent constructions do not depart from the spirit and scope of 
the invention as set forth in the appended claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

For a more complete understanding of the present 
invention, and the advantages thereof, reference is now 
made to the following descriptions taken in conjunction with 
the accompanying drawings, in which: 

FIG. 1 is a functional block diagram of a processing 
system including a frame buffer-controller single chip 
device according to the principles of the present invention; 

FIG. 2 is a more detailed functional block diagram of the 
frame bulfer-controller device of FIG. 1 emphasizing a 
memory architecture particularly embodying the principles 
of the present invention; 

FIG. 3 is a functional block diagram of a second frame 
buffer-controller single chip device according to the prin 
ciples of the present invention; 

FIG. 4 is a more detailed functional block diagram of a 
selected block (bank) depicted in FIG. 2; and 

FIG. 5 is an electrical schematic diagram of selected 
address decoder circuitry suitable for use in the decoder 
logic depicted in FIG. 4. 

DETAILED DESCRIPTION OF THE 
INVENTION 

FIG. 1 is a high level functional block diagram of the 
portion of a processing system 100 controlling the display of 
graphics and/or video data. System 100 includes a central 
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6 
processing unit 101, a system bus 102, a display controller 
103, a frame buffer 104, a digital to analog converter (DAC) 
105 and a display device 106. According to the principles of 
the present invention, display controller 103 and frame 
buffer 104 and DAC 105 are fabricated together on a single 
integrated circuit chip 107. 
CPU 101 controls the overall operation of system 

(“master”) 100, determines the content of graphics data to be 
displayed on display unit 106 under user commands, and 
performs various data processing functions. CPU 101 may 
be for example a general purpose microprocessor used in 
commercial personal computers. CPU 101 communicates 
with the remainder of system 100 via system bus 102, which 
may be for example a local bus, an ISA bus or a PCI bus. 
DAC 105 receives digital data from controller 103 and 
outputs in response the analog data required to drive display 
106. Depending on the speci?c implementation of system 
100, DAC 105 may also include a color palette, YUV to 
RGB format conversion circuitry, and/or x- and y-zooming 
circuitry, to name a few options. 

Display 106 may be for example a CRT unit or liquid 
crystal display, electroluminescent display (ELD), plasma 
display (PLD), or other type of display device displays 
images on a display screen as a plurality of pixels. Further, 
display 106 may be a state-of-the-art device such as a digital 
micromirror device or a silicon carbide like device (as 
described in the January 1994 issue of the IEEE Spectrum) 
which directly accepts digital data. It should also be noted 
that in alternate embodiments, “display” 106 may be another 
type of output device such as a laser printer or similar 
document view/print appliances. 

FIG. 2 is a block diagram depicting in further detail 
integrated circuit 107. In FIG. 2, both controller 103 and 
frame bu?Der 104 are disposed on integrated circuit 107 
within a novel architecture embodying the principles of the 
present invention. It should be noted that the novel archi 
tecture of frame buffer 104 itself is constructed in accor 
dance with the principles of the present invention and 
demonstrating a manner in which these can be applied to 
memories with or without the presence of a controller on the 
same chip. 

In the illustrated embodiment, controller 103 is a display 
controller with RAMDAC and phase-locked loop (PLL) on 
chip, such as a VGA controller, which among other things, 
controls the exchange of graphics and/or video data with 
frame buffer 103, controls memory refresh, and performs 
data processing functions such as color expansion. A display 
controller is the “master” for the speci?c application of 
display and thus frees up CPU 101 to perform computational 
tasks. Moreover, the architecture of a display controller 
optimizes it to perform graphics and video functions in a 
manner for superior to that of a general purpose micropro 
cessor. Controller 103 may also include a color palette, 
cursor generation hardware, and/or video to graphics con 
version circuitry, to name a few options. In embodiments 
employing a display controller, controller 103 could be a 
Cirrus Logic, Inc. controller of the 52XX,63XX, or 
CL-GD754x family. For example, display controller 103 
may be one of the Cirrus Logic CL-GD754X series of 
display controllers. The structure and operation of such 
controllers is described in CL-GD754x Application Book 
Rev. 1.0, Nov. 22, 1994, and CL-GD’754-2x LCD VGA 
Controller Preliminary Data Book, Rev. 1.0.2, June 1994, 
both available from Cirrus Logic, Inc., Fremont, Calif., and 
incorporated herein by reference. 

Except to the extent described herein, the principles of the 
present invention are not dependant on the speci?c func 
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tional characteristics of controller 103. Thus, in alternate 
embodiments, controller 103 may be any one of a number of 
possible other general purpose microprocessor, controllers, 
or control devices which operate in conjunction with an 
associated random access memory. In general, controller 
103 is a dedicated coprocessor which acquires, stores, 
manipulates, and outputs large arrays of data to memory. 
Controller 103 may be of the “bit map” class or of the 
“format memory” class (as described in the Apr. 18, 1994 
issue of Electronic Design). Further, the principles of the 
present invention accommodate mixed-signal control 
devices on a single chip (die) and consequently, controller 
103 may include mixed-signal drivers, clock doublers, 
phase-locked loops, and DAC’s among other things. In the 
preferred embodiment, controller 103 is fabricated from 
random logic. 

According to the principles of the present invention, 
frame buffer 104 is partitioned into a selected number of 
memory blocks 200. In the illustrated embodiment, four 
memory blocks 200a-200d are provided each of which 
contains an array of memory cells arranged as X number of 
rows and Y number of columns and con?gured, output a 
n-bit words per address. Each memory block is associated 
with an address decoder 201. Addresses of 1 number of bits 
are provided to each decoder 201 from controller 103 via a 
j-bit wide address bus 202. Preferably, each decoder 201] 
block 200 responds to a di?’erent range of addresses in the 
controller address space. Each memory block includes 11 
number of data lines 203 coupled to controller 103 via an 
m-bit wide data bus 204. Further, each memory block 
includes a number of redundant cells 205 (along with 
peripheral circuits such as sense ampli?ers and enable/ 
disable fuses) for repairing defective cells by substitution. In 
the preferred embodiment, frame butler 104 is constructed 
as a dynamic random access memory (DRAM); however, 
the present inventive concepts are not limited to DRAMs but 
may be applied, in alternate embodiments, to other types of 
memories such as static random access memories (SRAMs), 
read-only memories (ROMs), electrically erasable program 
mable read-only memon'es (EEPROMs), erasable program 
mable read-only memories (EPROMs). 
The memory architecture of frame bu?er 104 advanta 

geously provides for ?exibility in meeting the memory 
needs of controller 103, allows for the use of chips in which 
include substantial areas of defects, even after repair, and 
allows for optimized refresh time. For example, assuming 
that memory 104 has a total capacity of 2 Mbytes and each 
block 200 (in the preferred embodiment) has a storage 
capacity of 0.5 Mbyte, then controller 103, under software 
control, can select for use either 2 Mbyte, 1.5 Mbyte, l 
Mbyte or 0.5 Mbytes since each block 200 is assigned a band 
in the address space of controller 103. Further, if a given 
block contains defective cells even after the maximum 
allowed repair, the remaining blocks 200 can still be 
accessed by generating addresses only to those blocks and 
not to the defective block. Assuming for example that a 1280 
by 1024 display is being used with a resolution of 8 bits per 
pixels, 1.5 MByte of memory is still suf?cient allowing one 
block 200 to fail before the device 107 could not be used for 
that application. Additionally, if only some of the blocks 200 
are required by controller 103, refresh need only be directed 
to the active block 200 thereby optimizing refresh time. 
The number of output lines 203 from each memory block 

200, the size of data bus 204 and the size of the cell array 
of each memory block 200, as well as the address map, are 
all ?exible to meet the needs of the controller 103. For 
example, controller 103 may be designed to exchange data 

10 

15 

25 

30 

35 

45 

50 

55 

8 
with ?ame buffer 104 via 32-, 64-, or 128-bit wide data bus 
204. Depending on the width of bus 204, the parameters for 
the memory architectm'e of frame buffer can then be opti 
mized. For illustrative purposes, assume that the overall 
storage capacity of frame buffer 104 is 2 Mbytes partitioned 
into four blocks 200 each having a capacity of 0.5 Mbyte. If 
bus 204 is assumed to be 64 bits wide, then each block could 
be constructed to have either 16, 32 or 64 data lines 203 for 
connection to data bus 204. In the case of 16 data lines 203 
per block 200, each block 200 would be arranged as a 
256K><l6 device and all four blocks must be operational and 
accessed simultaneously to service the entire bus in a single 
cycle. When each block 200 is provided with 32 data lines, 
the block would be arranged as a 128K><32 device and only 
two of the blocks 200 must be operational (after maximum 
allowable repair) and accessed simultaneously to service the 
entire bus. If each block 200 is structured as a 64K><64 
device with 64 data lines 203 are provided, only one block 
200 needs to be operational and accessed to service a 64-bit 
bus 204. The selection of alternate configurations to service 
other bus widths is similar. 

It should be noted that in alternate embodiments, blocks 
200 may be interleaved. For example, if each block 200 has 
64 data lines coupled to a 64-bit data bus 204, a sequence of 
64-bit words could be accessed by sequentially addressing 
the blocks 200 (i.e., such that words in the sequence are 
accessed sequentially from two or more blocks 200). As 
another example, assuming again a 64-bit bus 204 and 64 
data lines per block 200, a portion of 64 bit words could be 
accessed from different blocks 200 (i.e., one 32-bit word 
could be accessed from a ?rst block 200 and a second 32-bit 
word accessed from a second block 200). 
As indicated above, in the preferred embodiment, each 

block 200 and its associated address decoder 201 accom 
modate a dilferent address range in the address space of 
processor 103. Further, a selected storage location within a 
selected block is addressed by a single address word; the 
ability to place controller 103 on the same chip as frame 
buffer 204 allows for su?icient lines to be run therebetween 
(without the need for level translators, and internal pins with 
their required spacing) such that both row and column 
address bits can be simultaneously presented to the address 
decoders 201. This feature eliminates the need for a multi 
plexed address bus and consequently the need to generate 
row address strobe (RAS) and column address strobe (CAS) 
signals. 
The width of the address bus 202 is dependant on the 

number, size, and structure of the memory blocks 200. For 
example, when 256K><l6 blocks are used, each 16-bit loca 
tion in a given block 200 is accessed by an 18-bit address. 
If 128K><32 blocks are used, each 32-bit location is accessed 
by 17 bit address and, if 64K><64 blocks are used, each 64-bit 
location is accessed by a 16-bit address. In the illustrated 
embodiment where frame bu?’er 104 includes four memory 
blocks 200a-200d, two additional most signi?cant bits are 
added to each address as block select bits. The number of 
block select bits will change in alternate embodiments 
depending on the number of blocks 200 employed. 
The row/column structure of blocks 200 is also ?exible; 

the number of bits desired per location equals the number of 
rows divided by the number of columns. Further, the number 
of row and column address bits per each address is depen 
dant on the respective number of rows and columns. For‘ 
example, each block is arranged as 2048 rows and 128 
columns to provide 256K locations of 16 bits. The l8-bit 
address to each location in a block consequently includes 11 
row address bits and 7 column address bits. A block 200 of 
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2048 rows and 64 columns will provide 128K locations of 
32 bits each and addressed by 11 row and 6 column address 
bits. As a ?nal example, a block 200 arranged as 2048 rows 
and 32 columns will provide 64K 64-bit locations each 
addressed by 11 rows and 5 column address bits. Numerous 
other combinations are possible. 

In sum, memories, such as frame bu?er 104 illustrated 
herein, employing an architecture according to the principles 
of the present invention have substantial advantages over the 
prior art. Among other things, the use of multiple indepen 
dently address blocks allows for the isolation of a block with 
defective cells (after maximum repair) through address 
generation such that the remaining functional blocks can still 
be used. Further, the use of individually addressed blocks 
allows for the optimization of memory use; if only a portion 
of the capacity of memory 104 is required, processor 104, 
under software control, addresses only those blocks required 
access the required amount of memory space. In this case, 
refresh time can be reduced since only the active blocks will 
require refreshing. Finally, the ability to isolate faulty 
blocks, and thereby preserve the remaining operation blocks, 
allows the memory to be used in such applications as the 
combination controller-frame buffer device 107 where fab 
rication yield is critical. 
The combination of controller 103 and frame buffer 104 

on a single chip also has substantial advantages over the 
prior art. First, a single packaged integrated circuit takes up 
less board space (i.e. has a smaller form factor or 
“footPI-int”) than two or more packaged chips. Second, the 
single chip controller/memory (frame buffer) embodiment 
eliminates both the number of internal and external pins 
normally required to electrically connect devices disposed 
on separate chips. According to the present invention, lines 
are simply run directly from circuit to circuit on the chip. 
Besides reducing inductive/capacitive loading on the corre 
sponding driving circuitry, the elimination of the internal 
pins also allows for the chip size to be reduced and elimi 
nates the need for the drivers normally required for chip to 
chip transmission. It should be noted that typically an 
internal pin is 50 um wide and is spaced from neighboring 
pins by 50 um. Lines directly run on the chip are typically 
only 1 pm wide and require only 1 pm spacing from each 
other. Further, because of the elimination of the pins and 
because the lines can be more e?iciently (densely) run on a 
single chip, more address lines can be run from the control 
ler to the memory. In the case of DRAMs, multiplexed 
address buses and the need to generate RAS and CAS 
signals are eliminated. Finally, the principles of the present 
invention enhance manufacturers productivity by offering 
“combination” solutions with one controller having various 
sizes of memory associated therewith—which is not pos 
sible with discrete solutions at the same cost. 

FIG. 3 is a high level functional block diagram of a second 
integrated controller——memory device 300 according to the 
principles of the present invention. Integrated device 300 
frn'ther includes a k-bit wide redundancy address bus 301. 
Redundancy bus 301 carries addresses allowing controller 
103 to access redundant (spare) rows and columns 205 
which are programmed to lie outside the primary address set 
(space)(i.e. that, set of addresses used to access the primary 
rows and columns of cells of arrays 200). As will be 
discussed below, this advantageously allows for the steering 
of an access directed to a defective row or column in a ?rst 
array 200 to an appropriately programmed redundant row or 
column in any other array 200. 

In the prefen'ed embodiment of integrated device 200, 
redundancy address bus carries the primary address bits and 
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10 
bank (block) select bits discussed above along with a 
predetermined number of redundancy address bits. The 
number of redundancy address bits is a function of the 
number of redundant rows/columns provided per bank. 
Preferably, the width of redundancy bus k, is equal to j-tr, 
where j is equal to the number of row/column bits P in a 
non-multiplexed address system plus the number bank select 
bits B (i.e. j=P+B) and r is the number of redundancy 
address bits. Preferably, the number of redundant rows or 
columns per bank 200 equals 2". 

FIG. 4 is a more detailed functional block diagram 
emphasizing the interface between address bus 202 and 
redundancy address bus 301, and a selected address decoder 
201 and corresponding cell array 200. Preferably, the rows 
of each memory array 200 are partitioned into two subarrays 
403a and 403b, with each address decoder 201 correspond 
ingly including two blocks of row decoder logic 405a and 
40512 for controlling the wordlines of the respective subar 
rays 403. 
As discussed above, each block (bank) includes a selected 

number of redundant rows and columns of cells. Preferably, 
the number of redundant rows and columns is less than 5% 
of the number of primary rows and columns. Additionally, 
the number of redundant rows provided in subarray 403a is 
preferably equal to the number of redundant rows provided 
in subarray 40312. 

In a preferred non-multiplexed addressing system, all of 
address and bank select bits are pipelined from address bus 
202 to row decoder logic 405 through row address 
ampli?ers/buffers 401. Similarly, all address and bank select 
bits, including the redundancy address bits, on redundancy 
address bus 301, in a non-multiplexed addressing scheme, 
are pipelined to row decoder logic 405 through redundancy 
ampli?ers/buffers 402. 

In the preferred non-multiplexed addressing scheme, all j 
number address and bank select bits are pipelined from 
address bus 202 through column address ampli?ers/bu?ers 
406 to sense ampli?ers/column decode logic 404. In the 
embodiment of FIG. 4, where each array 200 is divided into 
two subarrays 403a and 403b, column decoders/sense 
ampli?ers 404 are disposed between the cell subarrays, as is 
typical in the art. Column decoder logic 404 selectively 
enables or disables the ampli?ers of global input/output 
circuitry 407 which control access to the columns of cells 
through the sense ampli?ers coupled to the bitlines of each 
physical column of cells. Global input/output circuitry may 
be pipelined (cascaded) or non-pipelined. During accesses to 
redundant columns in the preferred embodiment, all k num 
ber address and bank select bits presented on redundancy 
bus 301 are pipelined through redundancy ampli?ers/buffers 
408. 

Alternatively, address bus 202 and redundancy address 
bus 301 may be multiplexed. In this case, row address bits 
alone would be pipelined through row address ampli?er! 
buffers 401 and redundancy address ampli?ers/buffers 402 
from address bus 202 and redundancy address bus 301 
respectively. Similarly, in a multiplexed address system, 
only column address bits would be pipelined through col 
umn address ampli?ers/buffers 406 and redundancy column 
address ampli?ers/butfers 408. In the case of redundancy 
addressing, redundancy address bits to redundant rows are 
pipelined along with the remaining row address bits through 
bulfer/ampli?ers 402 and redundancy address bits to redun 
dant columns are pipelined along with the remaining column 
address bits through butters/ampli?ers 408. 

FIG. 5 is a electrical schematic diagram of a representa 
tive portion of preferred decoder logic suitable for use in row 
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decoder logic 405 and/or column decoder logic 404. Each 
block of decoder logic 404/406 includes a set of primary 
decoders 500 for controlling the primary rows/columns of a 
given subarray 403 and a set of redundant (spare) decoders 
510 for controlling the redundant rows/columns of a given 
subarray 403. 

In the case of row decoder logic 405, the primary control 
nodes NODE 0—NODE W-l are each coupled to a corre 
sponding one of the X number of wordlines of X number of 
rows in a given bank 200 (i.e. W=X), with Nodes 0 to W/2-1 
controlling wordlines 0 to X/2-1, disposed in subarray 403a, 
and Nodes W/2 to W-l controlling wordlines X/2 to X-l, 
disposed in subarray 403b. The control nodes SPARE 
0—SPARE Z-l are coupled to the wordlines of Z number of 
corresponding rows of redundant cells 205. 

In the case of column decoder logic 406, control nodes 
NODE O to NODE W-l are coupled the ampli?ers/buffers 
of global input/output circuitry 407 and control the selection 
of one of the Y number of columns in the corresponding 
array 200 per column address. As is convention, a “column” 
herein references one physical column of cells and at least 
one corresponding bitline for a “by 1” device, 16 physical 
columns of cells and at least 16 corresponding bitlines for a 
“by 16” device, and so on. Similarly, with regards to 
redundant decoders 510 within column decode logic 404, 
each control node SPARE 0—-SPARE Z-1 allows the selec 
tion of one redundant column, of one or more physical 
columns, per column address. 
Each decoder 500 and 510 in the illustrated embodiment 

is a NOR decoder comprising a linear array of transistors 
501 coupled to a conductive line 502. For decoders 500 
controlling primary row/column address lines, the source of 
each transistor 501 is preferably directly connected to the 
corresponding line 502. In the case of the redundant decod 
ers 510, the source of each transistor 501 is coupled through 
a programmable link 507. The number of transistors 501 
required in each decoder is a function of the number of 
address and bank select bits, and in the case of redundancy 
decoders 510, also the number of redundancy address bits, 
being decoded. 

For discussion purposes, assume that the memory of 
device 300 includes 4 banks 200 each organized as 256k by 
16 and arranged as 512 rows and 512 columns of 16 bits. 
Also assume that up to 4 redundant rows and up to four 
redundant columns are provided per bank (i.e. Z=4). For 
non-multiplexed addressing scheme therefore, each address 
word to a primary row or column includes 18 location 
address bits A0-A17 and two bank select bits B0-B1. Their 
complements All-K17 and war are generated as required 
to implement the preferred NOR logic in decoders 500. 
Hence, each primary decoder in this example 500 includes 
40 transistors 501. Address words presented to each redun 
dancy decoder 501 also include bits All-m7, bank select 
bits Ell-FT. Their complements KC-m and mat, along 
with two redundancy address bits R0-R1 and their comple 
ments RU-Fl. Thus, each redundancy decoder 510 in this 
example includes 44 transistors 501. 
Each decoder 500/510, includes a plurality of lines 503 

which couple the address and bank select bits to the gates of 
selected transistors 501 from ampli?ers/bu?ers 401 or 406 
in the case of primary decoders 500 or address ampli?ers! 
bu?ers 402 or 408 in the case of redundancy decoders 510. 
The gates of other selected transistors 501 are “no connects” 
as required to allow each decoder 500/510 to respond to a 
unique address while maintaining an appropriate capacitive 
loading on the corresponding line 502. 
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12 
Each decoder 500/510 includes a pair of transistors 504 

and 505 which control the precharging of an associated 
control line 502. During precharge, transistors 504 are 
turned-on by clock it, and transistors 505 are turned-o?’ by 
clock o2. Control lines 502 are then pulled to Vcc through 
transistor 504. Next, control lines 502 are selectively pulled 
down, or allowed to achieve desired voltage in the case of 
the selected row or column, by transistors 501 in response to 
the addresses from the corresponding address register 401 or 
402. Transistors 505 are then turned on to couple each line 
502 to the associated DECODE node. 

Each primary decoder 500 and redundant decoder 506 is 
coupled to the corresponding Wordline or global I/O cir 
cuitry through a programmable device 506. Programmable 
device 506 may be for example a laser programmable link, 
such as a laser prograrmnable fuse, or an electrically pro 
grarmnable link, such as an electrically programmable read 
only memory (EPROM). Programmable devices 506 allow 
a decoder 500 to be disconnected from the associated row or 
column of cells, if such row or column is defective, thereby 
making that row or column unaddressable. Unused or defec 
tive rows or columns of redundant cells can be similarly 
rendered unaddressable through use of programmable 
devices 506. 

The source of each transistor 501 of redundant decoder 
circuitry 510 is coupled to the corresponding control line 
502 through a programmable device 507. Programmable 
devices 507 allow redundant decoders 510 to be pro 
grammed to replicate the connection/no connection pattern 
of the transistors 501 of a decoder 500 of a defective row or 
column. Programmable devices 507 may also be laser fuses, 
EPROMs, or other laser- or electrically-programmable links. 

Redundancy bus 301 and the additional redundancy bits 
presented thereon, advantageously allow for the steering of 
an access directed to a defective row or column in one bank 
200 to good row in another bank 200. Speci?cally, redun 
dancy bus 301 allows for addressing of the redundant 
rows/columns 205 independent of the addressing of the 
primary rows and columns through address bus 202. The 
redundancy address bits increase the size to the address set 
(space) to each bank to accommodate unique addressing of 
redundant rows/columns. Hence, even if the lower order 
address bits are identical for a good primary row/column and 
a programmed redundant row in the same bank, the redun 
dancy address bits Rz insure that an access is not steered to 
multiple rows/columns during replacement. 
A typical replacement (repair) according to the principles 

of the present invention is as follows. For discussion 
purposes, assume that a row replacement is required in bank 
200a (Bank 0) and that the replacement row will be selected 
from the redundant rows of bank 200!) (Bank 1). It should 
be noted that this procedure will be substantially the same 
for a column replacement and for replacements of rows or 
columns between any other combinations of pairs of banks 
200. 

Defective rows and columns of cells are normally iden 
ti?ed during wafer probing using conventional test equip 
ment known in the art. The addresses of the identi?ed 
defective rows and columns are stored in the tester. For 
discussion purposes, also assume that Row 0 in BankA with 
address 0 and bank select bits 00 has been identi?ed as 
defective. 
The row decoder 500 for defective Row 0 of Bank A is 

disabled by opening the corresponding prograrmnable link 
506. An unused replacement row decoder 510 in Bank B is 
selected and programmed by opening selected program 
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mable links 507 as required for the selected replacement 
decoder 510 to respond to a given set of primary address 
bits, bank select bits and redundancy address bits to which 
the address and bank select bits of defective Row 0, BankA 
will be translated. 

In this example, the lower order address bits A0-A17 
which are programmed into the selected redundant decoder 
510 are the same as those programmed into the now disabled 
primary row decoder 500 (i.e. to address 0). Although this 
may reduce the complexity of the address translation dis 
cussed below, is not a requirement of the present invention. 
Speci?cally, because each redundancy decoder 510 decodes 
one or more redundancy bits, any combination the lower 
order bits A0-A17 may be selected, consistent with the 
programming of other redundant row/column decoders 510 
in the selected bank. 
The bank select bits B0-B1 programmed into the selected 

redundancy decoder are preferably the same as those 
assigned to the bank 200 in which that redundancy decoder 
is disposed. In the present discussion where the replacement 
row is in Bank 1, the programmed bank select bits are 01. In 
addition to being decoded by primary and redundancy 
decoders 500 and 510, the bank select bits also control the 
activation and the standby states of all banks 200. 
The redundancy address bits programmed into the 

selected redundancy decoder 510 are selected based on such 
factors as the number of redundancy decoders remaining for 
use in the given bank, the addressing scheme of controller 
103, among other things. It should be noted that in alternate 
embodiments, the bank select bits and/or redundancy bits 
could be hardwired into the corresponding transistors 501 
for a given redundancydecoder 510 of a given bank (i.e. the 
associated links 507 foregone). In this case, only the lower 
order bits Ap and X5 would be programmed. 

Controller 103 is programmed either in hardware (e.g. 
microcode ROM, hardwired) or in software to identify the 
addresses to the defective rows and columns and the 
addresses to the associated replacement rows and columns. 
When a defective row or column is addressed during normal 
operation (e.g. in response to an instruction or command 
from the operating system software, applications software, 
?rmware, or the user), that address is translated to the 
address of the associated replacement row/column, for 
example by changing the bank select bits (if a bank change 
is required) and adding redundancy address bits. In the 
present example, the lower order address bits A0-A17 
remain the same (Address 0), the bank select bits B0-B1 are 
translated from 00 (Bank 0 to 01 (Bank 1), and two 
redundancy bits R0-Rl are added. Address translation may 
be accomplished using a TLB (Translation Look ASIDE 
BUFFER) or look-aside buffer. 
The new address is presented on the redundant address 

bus 301 to implement the access. In the preferred 
embodiment, the row/column address and bank select bits to 
the defective row in Bank 0 are still presented on address bus 
202, although no access will occur since the corresponding 
decoder 500 has been disabled. 

In sum, the principles of the present invention advanta 
geously provide for the optimization of row/column repairs. 
Speci?cally, in multi-bank systems, inter-bank row/column 
replacements can be implemented, thereby allowing the 
available redundancy resources to be put to their best use. 
For example, if all the redundant rows/columns of one bank 
have been used for repairs, yet redundant rows or columns 
remain in another bank, the ?rst bank can still be repaired 
and the full capability of the overall device maintained as a 
result. 

10 

15 

25 

35 

45 

55 

65 

14 
Although the present invention and its advantages have 

been described in detail, it should be understood that various 
changes, substitutions and alterations can be made herein 
without departing from the spirit and scope of the invention 
as de?ned by the appended claims. 
What is claimed is: 
1. A memory subsystem comprising: 
processing circuitry; 
?rst and second banks of memory, each said bank includ 

ing a predetermined number of primary memory cells 
and a predetermined number of redundant memory 
cells; 

a primary address bus for allowing said processing cir 
cuitry to address at least one of said primary memory 
cells, said at least one primary memory cell residing in 
a primary cell memory space; and 

a redundancy bus for allowing said processing circuitry to 
address at least one of said redundancy cells, said at 
least one redundancy cell residing in a redundacy cell 
memory space separate from said primary cell memory 
space. 

2. The memory subsystem of claim 1 wherein each of said 
banks includes an array of rows and columns of primary 
memory cells, at least one column of redundant memory 
cells, and at least one row of redundant memory cells. 

3. The memory subsystem of claim 2 wherein each said 
array is associated with address decoder circuitry for 
addressing said rows and columns of memory cells, said 
address decoder circuitry comprising: 

primary row decoder logic for selecting for access a said 
one of said primary rows in response to address bits 
presented on said primary address bus; 

primary column decoder logic for selecting for access a 
said one of said primary columns in response to address 
bits presented on said primary address bus; 

redundancy row decoder logic for selecting for access a 
said one of said redundant rows in response to address 
bits presented on said redundancy bus; and 

redundancy column decoder logic for selecting for access 
a said one of said redundant columns in response to 
address bits presented on said redundancy bus. 

4. The memory subsystem of claim 1 wherein said pri 
mary address bus comprises a non-multiplexed bus. 

5. The memory subsystem of claim 1 wherein said redun 
dancy bus comprises a non-multiplexed bus. 

6. The memory subsystem of claim 1 wherein said 
memory cells comprise dynamic random access memory 
cells. 

7. The memory subsystem of claim 1 wherein said pro 
cessing circuitry and said ?rst and second memory banks are 
fabricated on a single integrated circuit chip. 

8. The memory subsystem of claim 1 wherein said pro 
cessing circuitry comprises a display controller. 

9. A memory device comprising: 
information processing circuitry; 
a plurality of arrays of rows and columns of memory cells, 

each said array including a preselected number of 
primary rows and columns and a preselected number of 
redundant rows and columns; 

?rst address logic for individually addressing said primary 
rows and columns of cells in response to bits presented 
by said processing circuitry on a primary address bus, 
said bits presented on said primary address bus de?ning 
a primary address space in which said primary rows 
and columns reside; 
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second address logic for individually addressing said 
redundant rows and columns in response to bits pre 
sented by said processing circuitry on a redundancy 
bus, said bits presented on said redundancy bus de?n 
ing a redundancy address space in which said redun 
dant rows and columns reside. 

10. The memory device of claim 9 wherein said bits 
{resented on said primary address bus comprise at least one 
location address bit and at least one bank select bit. 

11. The memory device of claim 10 wherein said at least 
one location address bit comprises a plurality of row and 
column address bits presented on said primary address bus 
in a non-multiplexed format. 

12. The memory device of claim 9 wherein said bits 
presented on said redundancy address comprise at least one 
location address bit, at least one bank select bit, and at least 
one redundancy address bit. 

13. The memory device of claim 12 wherein said at least 
one location address bit comprises a plurality of row and 
column address bits presented on said redundancy bus in a 
non-multiplexed format. 

14. The memory device of claim 9 wherein said ?rst 
address logic comprises a plurality of row decoders and a 
plurality of column decoders coupled to said primary 
address bus, each of said row and column decoders includ 
ing disabling circuitry. 

15. The memory device of claim 14 wherein each of said 
row and column decoders effectuate NOR logic in response 
to said bits received on said primary address bus. 

16. The memory device of claim 14 wherein said dis 
abling circuitry comprises a programable link. 

17. The memory device of claim 9 wherein said second 
address logic comprises a plurality of redundant row decod 
ers and a plurality of redundant column decoders coupled to 
said redundancy bus, each of said decoders including pro 
graming circuitry for controlling a response to said bits 
presented on said redundancy bus. 

18. The memory device of claim 17 wherein each of said 
redundant row and redundant column decoders effectuate a 
NOR logic in response to said bits received on said redun 
dancy address bus. 

19. ‘The memory device of claim 17 wherein said pro 
gramming circuitry comprises a plurality of programmable 
links. 

20. A processing system comprising: 
a controller; 

a redundancy bus; 
a memory comprising: 

a plurality of memory banks each comprising an array 
of memory cells, each said array including a prese 

16 
lected number of primary cells and a preselected 
number of redundant memory cells; 

circuitry for preventing access to defective ones of said 
primary cells of a ?rst selected one of said banks; and 

5 address decoding circuitry for accessing selected ones 
of said redundant cells in a second selected one of 
said banks in response to a redundancy address 
presented by said controller on said redundancy bus 
said redundancy address including a plurality of 
primary row/column address bits and at least one 

10 redundancy address bit; and 
wherein said controller is operable to generate said redun 

dancy address to access said selected redundant cells in 
response to need to access said defective primary cells. 

15 21. The system of claim 20 wherein said controller and 
said memory are fabricated as a single chip integrated 
controller-memory device. 

22. The system of claim 20 and further comprising a 
central processing unit coupled to said controller by a 
system bus. 

23. The system of claim 20 wherein said defective pri 
mary cells are associated with an address and said controller 
generates said redundancy address by translating said 
address associated with said defective primary cells. 

24. The system of claim 23 wherein said address associ 
ated with said defective primary cells comprises a plurality 
of row/column address bits and at least one bank select bit 
and said redundancy address comprises a plurality of row/ 
column address hits, at least one bank select bit and at least 
one redundancy address bit. 

25. A method of replacing defective memory cells in a 
system including a controller and a multi-bank memory 
device, the memory comprising the steps of: 

identifying a defective set of memory cells in a ?rst one 
of the banks, the defective memory cells associated 

35 with a bank select bit and a location address bit and 
addressable by the controller via a primary address bus; 

programming a redundant set of memory cells in a second 
one of the banks, the redundant set of cells addressable 
with a bank select bit, a primary location address bit, 

20 

25 

40 and a redundancy address bit by the controller via a 
redundancy address bus; and 

addressing the redundant set of cells via the redundancy 
bus in response to a need by the controller to access the 

45 defective set of cells. 
26. The method of claim 25 wherein said step of address 

ing the redundant cells comprises the substep of translating 
the address associated with the defective cells to generate 
the address to the redundant set of cells. 

***** 
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