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VIDEO PROCESSING APPARATUS, METHOD 
AND SYSTEM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] This application is based upon and claims the ben 
e?t of priority from prior Japanese Patent Application No. 
2010-214478, ?led Sep. 24, 2010, the entire contents of 
which are incorporated herein by reference. 

FIELD 

[0002] Embodiments described herein relate generally to a 
video processing apparatus, method and system. 

BACKGROUND 

[0003] A technique for displaying video images of a par 
ticular event captured by a plurality of imaging devices cur 
rently exists. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0004] FIG. 1 is an exemplary block diagram illustrating a 
video processing apparatus according to the ?rst embodi 
ment. 

[0005] FIG. 2 is an exemplary ?owchart illustrating the 
operation of the video processing apparatus according to the 
?rst embodiment. 
[0006] FIG. 3 illustrates an example of implementing seg 
ment association according to the ?rst embodiment. 
[0007] FIG. 4 is an exemplary ?owchart illustrating the 
operation of the generation unit. 
[0008] FIG. 5 illustrates an example of creating associated 
segments based on a statistical model. 
[0009] FIG. 6 illustrates an example of the computational 
method of summariZation scores at the summariZation score 
computation unit. 
[0010] FIG. 7 illustrates an example of the selection 
method of summariZation segments at the selection unit. 
[0011] FIG. 8 illustrates another example of the selection 
method of summariZation segments at the selection unit. 
[0012] FIG. 9 illustrates a video processing system accord 
ing to the second embodiment. 
[0013] FIG. 10 is an exemplary ?owchart illustrating the 
operation of the video processing system according to the 
second embodiment. 
[0014] FIG. 11 is an exemplary block diagram illustrating a 
video processing apparatus according to the third embodi 
ment. 

[0015] FIG. 12 is an exemplary ?owchart illustrating the 
operation of the video processing apparatus according to the 
third embodiment. 
[0016] FIG. 13 illustrates an example of the typical shot 
patterns stored in the typical shot pattern dictionary. 
[0017] FIG. 14 illustrates the processing of the detection 
unit and the correction unit according to the third embodi 
ment. 

[0018] FIG. 15 is an exemplary block diagram illustrating a 
video processing apparatus according to the fourth embodi 
ment. 

[0019] FIG. 16 is an exemplary ?owchart illustrating the 
operation of the management unit and the selection unit. 
[0020] FIG. 17 is an exemplary block diagram illustrating a 
video processing apparatus according to the ?fth embodi 
ment. 
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[0021] FIG. 18 is an exemplary ?owchart illustrating the 
operation of the video processing apparatus according to the 
?fth embodiment. 

DETAILED DESCRIPTION 

[0022] A method of showing video clips of a particular 
event recorded by a plurality of video cameras exists. How 
ever, because it is only possible to associate the plurality of 
video clips with one another according to the time the clips 
were recorded, clips that lack timestamps cannot be associ 
ated. In addition, if videos had the timestamps, the videos 
captured at the same time, though taken coincidentally, may 
be determined as representing an important scene; however, 
such images may not be important to a user or to viewers. 

[0023] In general, according to one embodiment, a video 
processing apparatus includes an acquisition unit, a ?rst 
extraction unit, a generation unit, a second extraction unit, a 
computation unit and a selection unit. An acquisition unit is 
con?gured to acquire a plurality of video streams each includ 
ing moving picture data items and sound data items. A ?rst 
extraction unit is con?gured to analyZe at least one of the 
moving picture data items and the sound data items for each 
video stream, and to extract a feature value from the analyZed 
one, the feature value indicating a common feature between 
the plurality of video streams. A generation unit is con?gured 
to generate a plurality of segments by dividing each of the 
video streams in accordance with change in the feature value, 
and to generate associated segment groups by associating a 
plurality of segments between different video streams, each 
associated segment included in the associated segment 
groups having a similarity of feature value between the seg 
ments greater than or equal to a ?rst threshold value. A second 
extraction unit is con?gured to extract, from the associated 
segment groups, one or more common video segment groups 
in which number of associated segments is greater than or 
equal to a second threshold value, the number of the associ 
ated segments being number of different video streams each 
including the associated segment which corresponds each of 
the associated segment groups. A computation unit is con?g 
ured to compute a summariZation score indicating a degree of 
suitability for including a segment of the common video 
segment group in a summarized video created from a part of 
the video streams, the summariZation score varying with time 
and being based on the feature value extracted at least one of 
the moving picture data items and the sound data items. A 
selection unit is con?gured to select summariZation segments 
to be used for the summarized video from the common video 
segment groups based on the summariZation score. 

[0024] At an event where a large number of people are 
gathered, such as a wedding or school sports day, it is usual for 
many amateur videographers (e.g., father, mother and so on) 
to shoot videos of the event. However, such amateur videos 
may include unnecessary scenes or botched shots; and unless 
the videos are edited, they will be boring and time-consuming 
to watch. 

[0025] Broadcast-class video summariZation techniques 
allow key segments of a video to be automatically extracted to 
produce a condensed version of the video. However, many of 
these techniques, since they are for broadcast-quality material 
recorded and edited by professionals, are not suitable for 
amateur videos. This is because broadcast material has a 
de?nite structure and omits unnecessary scenes, whereas 
amateur videos lack such structure and contain such unnec 
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essary scenes. Thus, for amateur video content, summariZa 
tion that differs from that used for broadcast-quality material 
is required. 
[0026] In general, an online storage or video posting Web 
site alloWs videos made by many different videographers to 
be shared. However, videos uploaded to the site over a net 
Work are usually re-encoded to reduce the volume of data 
stored and to enhance usability. In such re-encoding, meta 
data, including timestamps, is discarded and so videos cannot 
be associated With one another. 
In the folloWing, the video processing apparatus, method and 
system according to the present embodiments Will be 
described in details With reference to the draWings. In the 
embodiments described beloW, elements speci?ed by the 
same reference number carry out the same operation, and a 
repetitive description of such elements Will be omitted. 

First Embodiment 

[0027] A description of the video processing apparatus 
according to the ?rst embodiment With reference to FIG. 1 
folloWs. 
[0028] A video processing apparatus 100 according to the 
?rst embodiment includes an acquisition unit 101, a ?rst 
extraction unit 102, a generation unit 103, a second extraction 
unit 104, a computation unit 105, a selection unit 106 and an 
output unit 107. 
The acquisition unit 101 receives from an external device a 
plurality of video streams each of Which includes moving 
picture data items and sound data items. 
[0029] The ?rst extraction unit 102 receives a plurality of 
video streams from the acquisition unit 101 and, sampling the 
video streams according to a predetermined period, Which 
may be a ?xed interval or a ?xed number of frames, extracts 
from each video stream a series of feature values. The feature 
values represent features of the video stream and indicate 
common features betWeen a plurality of video streams. Each 
of the feature values quanti?es an image feature or a sound 
feature of the stream. The image feature indicates value of 
characteristics of video stream that extract from moving pic 
ture data items. The sound feature indicates value of charac 
teristics of video stream that extract from sound data items. 
The feature values to be extracted may be either the image 
feature or the sound feature, and may be both the image 
feature and the sound feature. 
[0030] For encoded streams, for example, a Moving Picture 
Experts Group (MPEG) stream, only I-pictures may be used 
in extracting feature values, not P-picture or B-picture, Where 
an I-picture is an intra-frame prediction scheme, and P-pic 
ture and B-picture are an inter-frame prediction scheme. This 
alloWs faster processing because only I-frames need be 
decoded, Whereas With P- or B-pictures, not only Would P- or 
B-frames have to be decoded, but also associated frames. 
[0031] An image feature can be a loW-level feature, such as 
color or luminance, Which does not require picture analysis; a 
medium-level feature, such as an edge, frequency compo 
nent, motion vector or local feature, obtained by relatively 
simple analysis; or a high-level feature, such as facial data 
obtained by face detection, involving a combination of sev 
eral kinds of analysis. An image feature may also be a statistic 
such as a color histogram. 
[0032] Similarly, a sound feature can be a loW-level feature 
such as volume or a frequency component, or a high-level 
feature obtained by combining various recognition tech 
niques. High-level features include features, such as text data 
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obtained by speech recognition, sound types such as human 
voice and music, and speaker identi?cation and classi?cation 
results. 
[0033] If the input video stream is in an encoded format 
such as MPEG, the encoded data may be used. If the encoded 
data represents moving picture data items, DC component 
information, motion vector information, and code length can 
be feature values; if the encoded data represents audio, the 
feature values can be extracted Without decoding the fre 
quency data or the like. 
[0034] The generation unit 103 receives the feature values 
from the ?rst extraction unit 102, and divides each video 
stream into a plurality of segments at points Where the feature 
values extracted for each period change considerably. Then, 
the generation unit 103 compares the feature values for the 
segments of different video streams and computes similarity. 
If the segments have a similarity greater than or equal to a 
threshold value, they are associated With one another as asso 
ciated segments. 
[0035] The second extraction unit 104 receives associated 
segment groups from the generation unit 103, and determines 
Whether or not the number of associated segments for each 
group is greater than or equal to a threshold value. If the 
number of associated segments is greater than or equal to the 
threshold value, the group is extracted as a common video 
segment group. 
[0036] The computation unit 105 receives the feature val 
ues from the ?rst extraction unit 102 and the common video 
segment groups from the second extraction unit 104, and 
computes summariZation scores of the feature values 
included in each common video segment group for each 
predetermined period. The summariZation scores are com 
puted by using, for example, the siZe or number of faces in a 
scene, the degree of a smile, and sharpness. The summariZa 
tion scores indicate the degree of suitability to be included in 
the summarized video. 
[0037] The selection unit 106 receives the common video 
segment groups and the corresponding summariZation scores 
from the computation unit 105, and selects summariZation 
segments Which are to be used in the summarized video from 
each common video segment group on the basis of the sum 
mariZation scores. 

[0038] The output unit 107 receives the summariZation seg 
ments from the selection unit 106, and outputs the summari 
Zation segments. The output summariZation segments may be 
only information indicating a video and corresponding seg 
ments to be included in the summariZed video, or the sum 
mariZed video itself in Which videos of the summariZation 
segments are combined. 
[0039] The operation of the video processing apparatus 100 
according to this embodiment Will be explained With refer 
ence to the ?owchart shoWn in FIG. 2. 

[0040] In step S201, the acquisition unit 101 receives a 
plurality of video streams from an external device. 
[0041] In step S202, the ?rst extraction unit 102 extracts the 
feature values of video streams in accordance With a prede 
termined period. 
[0042] In step S203, the generation unit 103 divides each 
video stream into a plurality of segments at points Where the 
feature value extracted for each predetermined period 
changes considerably. For example, a distance is measured by 
comparing color histogram for each frame, and video stream 
is divided betWeen frames at Which the difference in distance 
is large. The distance is obtained by computing the absolute 
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value of the frequency difference for each bin of histogram 
and adding all absolute values. If the video stream is not 
divided, step S203 is skipped. 
[0043] In step S204, the generation unit 103 computes simi 
larities by comparing feature values of the plurality of seg 
ments. The feature values of segments are represented, for 
example, by the mean value or parameters of models created 
based on distribution, of feature values obtained at different 
time Within a segment. 
[0044] In step S205, the generation unit 103 generates asso 
ciated segment groups by associating segments of different 
video streams Whose similarities are greater than or equal to 
a threshold value. 

[0045] In step S206, the second extraction unit 104 deter 
mines Whether or not the number of segments included in 
each associated segment group is greater than or equal to a 
threshold value. If the number of segments is greater than or 
equal to the threshold value, the process proceeds to step 
S207; if not, the process is ?nished. 
[0046] In step S207, the second extraction unit 104 extracts 
the associated segment groups Which include the threshold 
value or more segments as common video segment groups 
since such segments are inferred as including important 
scenes of an event. 

[0047] In step S208, the computation unit 105 computes a 
summariZation score for each segment included in the com 
mon video segment groups according to the predetermined 
period by using the feature values. The predetermined period 
may be not only the above-mentioned ?xed interval or ?xed 
number of frames, but also a certain segment Which is not a 
?xed interval. 
[0048] In step S209, the selection unit 106 selects summa 
riZation segments from each common video segment group 
based on the summariZation scores. The segments Within the 
common video segment group having the highest summari 
Zation scores or having scores greater than or equal to a 
threshold value are selected as the summariZation segments. 
[0049] In step S210, the output unit 107 outputs the sum 
mariZation segments. 
[0050] The segment association Will be explained With ref 
erence to FIG. 3. 

[0051] FIG. 3 shoWs input video streams 301, 302 and 303 
captured by video cameras A, B and C. It is assumed that the 
video streams Were shot at a Wedding ceremony. Segments 
304 to 306 shoW a scene of the bride and groom’s entrance, 
and the ?rst and last images in the sequence are shoWn as 
thumbnails. Segments 307 to 309 shoW a scene of the cake 
being cut by the bride and groom, and the ?rst and last images 
in the sequence are shoWn as thumbnails. The scenes of the 
bride and groom’s entrance and the cutting of the cake are 
important in the event, and they are captured by all cameras A, 
B and C. The shaded segments 310 are unimportant scenes of 
the event. Segments 310 include video streams captured by 
three different cameras, and segments 310 of video streams 
301, 302 and 303 have different images. The generation unit 
103 associates segments 304,305 and306, and segments 307, 
308 and 309 Which are considered as important since they are 
shot by several cameras. As a result, the segments 304, 305 
and 306, and the segments 307, 308 and 309 are called as 
associated segment groups, respectively. 
[0052] The segment association in the generation unit 103 
Will be explained With reference to FIG. 4, in detail. 
[0053] The feature values 401 and 402 are luminance val 
ues extracted from video streams shot by different cameras. 
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For example, herein, the luminance value is the mean value of 
luminance of the Whole screen, but the luminance value may 
be calculated by any calculation procedures. Segments 403 to 
406 and 408 to 411 are divided based on feature values other 
than the luminance value (for example, sound feature). 
[0054] Since segments 404 and 410 shoW a high similarity, 
these segments are extracted as an associated segment group 
indicating the same scene. The similarity is obtained, for 
example, by using cross-correlation. The associated segment 
groups can also be generated by the above process based on 
the sound level instead of the luminance value. 
[0055] The segment association can be realiZed based on a 
?ash as Well. For example, section 407 and section 412 shoW 
a high level luminance because of the use of ?ash. If an 
associated segment group is an important scene, the lumi 
nance shoWs the pattern as in the sections 407 and 412 since 
many ?ashes are used When shooting the scene. Based on this, 
if the luminance is greater than or equal to a threshold value, 
the luminance is determined to be a ?ash, and segments in 
Which ?ashes are synchroniZed are associated With each other 
as the associated segment group. For association of segments 
by use of ?ash, cross-correlation by a function Where “1” 
represents use of ?ash and “0” represents non-use of ?ash is 
used. For scenes shot Without ?ash, segments are associated 
by using another feature value such as a sound feature. If 
searching segments to be associated based on the cross-cor 
relation takes long time, a faster search is realiZed by repre 
senting the feature values of segments to be compared by 
histogram and comparing the histograms. 
[0056] The segment association can also be realiZed based 
on a certain statistical model. 

[0057] FIG. 5 illustrates an example of segment association 
based on a statistical model. 

[0058] Graphs 501 and 502 shoW the likelihood of sound 
models Which are the closest to the feature values extracted 
from video streams captured by different cameras. The sound 
models are created by calculating the mel frequency cepstral 
coe?icient (MFCC) based on the frequency components of 
sound, and describing the distribution by a Gaussian mixture 
model (GMM). A plurality of sound models are created from 
sound data items. The sound models can be a conversation 
model, an applause model, a cheer model prepared in 
advance, or can be prepared by clustering sound data items 
While shooting. 
[0059] The sound data item of each segment is compared 
With the sound models, and the model is determined based on 
the highest likelihood Within a segment. 
[0060] Sound models can be used for dividing video 
streams into segments. For segments 503 to 506 and segments 
507 to 510, the sound models are sWitched at the dividedpoint 
betWeen segments 503 and 504, for example. If shaded seg 
ments 505 and 508 have the same sound model, these seg 
ments are estimated to represent the same scene, and they are 
associated With each other. Even if a voice and a background 
sound are superposed, scenes having the high similarity of 
background sound are estimated to be the same scene because 
the mixture model by GMM is used. This realiZes segment 
association Without being affected by sounds other than back 
ground sound. 
[0061] Next, an example of the computation method of the 
summariZation score by the computation unit 105 is given 
With reference to FIG. 6. 

[0062] Scores 601 to 606 indicate the time change of scores 
of feature elements extracted from video streams such as the 
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number of faces, the size of a face, the degree of a smile, 
sharpness, utterance, and cheering. The scores vary zero to 
one. The summarization score 607 is a value obtained by 
adding the scores of all elements and normalizing the added 
score. When adding the scores, the scores may be Weighted in 
accordance With the importance of an element. For example, 
if a speci?c person is important in an event, the score of the 
size of face or utterance is Weighted to be a high score, and the 
score of cheering is Weighted to be loW. In this example, the 
summarization scores are computed from a plurality of ele 
ments. HoWever, the summarization scores may be computed 
from one element if the score varies over time. The number of 
elements used for summarization score computation may be 
reduced for computation cost reduction. The change of score 
may be based on the frames of video, for example, the num 
bers added to video (frame numbers). 
[0063] There is a case Where the main characters of an event 
such as the bride and groom in the Wedding ceremony should 
be mainly shoWn in the summarized video. For such a case, 
people are classi?ed by clustering based on the feature values 
of faces obtained by the face detection, the main characters 
are determined based on the cluster element value (herein, the 
result of clustering), and high scores can be assigned to the 
main characters. 
[0064] A method of selecting summarization segments by 
the selection unit 106 Will be described With reference to 
FIGS. 7 and 8. FIG. 7 shoWs a case Where segments having 
summarization scores greater than or equal to a threshold 
value are selected as summarization segments, and FIG. 8 
shoWs a case Where segments having the highest summariza 
tion scores are selected as summarization segments. 

[0065] FIG. 7 shoWs a method for selecting summarization 
segments from a video stream. First, a threshold value 701 is 
set relative to a summarization score 607, and segments 702 
to 705 in Which the summarization scores exceed the thresh 
old value 701 are selected as summarization segments. The 
threshold value 701 may be preset, or may be set to be a total 
number of summarization segments or a total time of sum 
marization segments. 
[0066] As shoWn in FIG. 8, if association of segments from 
a plurality of video streams is performed based on the com 
puted summarization scores, segments having the highest 
summarization score can be selected. For example, ?rst, sum 
marization scores 801 to 803 corresponding to video streams 
A to C are computed. The summarization scores 801 to 803 
are described that the clock time is synchronized With each 
other. No video is shot for the shaded portions of FIG. 8. Then, 
the streams are divided at points Where scenes having the 
highest scores are changed. That is, video stream C having the 
highest summarization score 803 is ?rst selected as a sum 
marization segment, then, video stream A is selected at the 
point Where the summarization score of video stream A 
becomes higher than that of video stream C. The segment of 
video stream C is used for segment 805, and the segment of 
video stream A is used for segment 806, segments 805 and 
806 being summarization segments. The summarization seg 
ments 805 to 808 are obtained by repeating the above proce 
dure. Finally, a summarized video 804 is obtained by com 
bining the summarization segments based on the highest 
summarization score for each segment. 

[0067] According the aforementioned ?rst embodiment, 
video stream shot at the same time, even though they lack 
time stamps, canbe associated by associating segments based 
on the feature values of video stream When creating the sum 
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marized video from a plurality of video clips. In addition, the 
important scenes can be detected by computing the summa 
rization scores indicating the importance of the video. The 
?rst embodiment can realize a high-quality summarized 
video by reducing misjudgment of important scene of the 
event. 

Second Embodiment 

[0068] It is easy to collect video clips of a particular event 
that a person captured With several cameras and to manage 
and edit the collected video clips. HoWever, it is not easy to 
collect video clips of a certain event captured by several 
videographers. In this embodiment, a system that a plurality 
of videographers (clients) transfer video clips to a server, and 
a summarized video is created on the server Will be explained. 
This system can realize a high-quality summarized video by 
using a large number of video clips. 
[0069] For the system, all structures of the video processing 
apparatus according to the ?rst embodiment may be included 
in the server, or the structures may be separated and assigned 
to a plurality of devices connected to a netWork. If the func 
tions are carried out by the plurality of devices, required data 
of video is selectively transmitted from each processing unit 
so that the data tra?ic can be advantageously reduced. For 
example, the clients merely may transmit, to the server, video 
from Which certain frames have been eliminated or scaled 
doWn video. For the data having an encoded format such as 
MPEG, a loW-resolution image generated by motion vector or 
loW-frequency components of an image Which is intra-frame 
encoded may be used. Only a sound feature may be used to 
extract the feature values. Since the size of sound feature is 
smaller than picture data, the data tra?ic can be greatly 
reduced by selecting segments to be transmitted by using the 
sound feature. 
[0070] The video processing system according to the sec 
ond embodiment Will be explained With reference to FIG. 9. 
[0071] The video processing system 900 includes a server 
901, and clients 902-1, 902-2 and 902-3. The server 901 is 
connected to each client via a netWork 903. In the second 
embodiment, a single server 901 and three clients 902 are 
illustrated, but the numbers of servers and clients may vary. If 
a plurality of servers 901 are used, it is necessary to collect 
data required for processing at a single server. 
[0072] In the second embodiment, the clients 902 include 
an acquisition unit 101 and an output unit 107 shoWn in FIG. 
1, and the server 901 includes a ?rst extraction unit 102, a 
generation unit 103, a second extraction unit 104, a compu 
tation unit 105, and a selection unit 106 shoWn in FIG. 1. The 
units perform the same operations as those of the ?rst embodi 
ment, and explanations are omitted. 
[0073] The operation of the video processing system 900 
Will be explained With reference to the ?owchart shoWn in 
FIG. 10. 
[0074] In step S1001, the clients 902 acquire one or more 
video streams, respectively. 
[0075] In step S1002, the clients 902 transmit sound data 
items included in the video streams to the server 901. 

[0076] In step S1003, the server 901 receives the sound data 
items from the plurality of clients 902. 
[0077] In step S1004, a ?rst extraction unit 102 of the server 
901 extracts sound features from the sound data items. 
[0078] In step S1005, the generation unit 103 of the server 
901 generates associated segment groups by associating seg 
ments based on the sound features extracted from the plurality 
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of video streams. Segment association may be performed 
after completing reception of sound data items from all cli 
ents 902, or the segment association may be performed When 
sound data items are received from a predetermined number 
of clients 902. 
[0079] In step S1006, the second extraction unit 104 of the 
server 901 extracts common video segment groups in the 
same manner as the ?rst embodiment. 

[0080] In step S1007, the server 901 transmits the common 
video segment groups to the clients 902. The server 901 may 
transmit the common video segment groups to all clients 902 
or clients 902 Which have transmitted sound data items to the 
server 901. 

In step S1008, the clients 902 receive the common video 
segment groups, respectively. 
[0081] In step S1009, the clients 902 transmit videos of the 
common video segment groups (referred to as segmented 
videos) to the server 901. The server 901 receives the seg 
mented videos from the plurality of clients 902. 
[0082] In step S1010, the server 901 receives the segmented 
videos from the clients 902. 
[0083] In step S1011, the ?rst extraction unit 102 of the 
server 901 extracts image features from the segmented vid 
eos. 

[0084] In step S1012, the computation unit 105 of the 
server 901 computes summariZation scores of segments 
included in the common video segment groups based on the 
image features. The summariZation scores can be computed 
by combining sound features With the image features. 
[0085] In step S1013, the selection unit 106 of the server 
901 selects summariZation segments based on the summari 
Zation scores. 

[0086] In step S1014, the server 901 transmits the summa 
riZation segments to the clients 902. For example, if the sum 
mariZation segments relate to video transmitted by the client 
902-1, the summariZation segments may include information 
specifying the segments or include the video. If segments 
transmitted from the other clients 902-2 and 902-3 are 
included in the summariZation segments, video streams 
should be included in the segments. Even if video not trans 
mitted from the clients 902 is included, if the video can be 
vieWed, for example, by using a video sharing Website, data 
specifying the address (URL) and the segment may be trans 
mitted. 
[0087] In step S1015, the clients 902 receive the summari 
Zation segments. 
[0088] In step S1016, the output units 107 of the clients 902 
output the summariZation segments. The summariZation seg 
ments to be output may be information specifying the seg 
ments or the video, or may be a summariZed video in Which 
video streams of the summariZation segments are combined. 
[0089] According to the second embodiment, a high-qual 
ity summarized video is e?iciently created from a plurality of 
video streams by processing the video streams transmitted 
from a plurality of clients at a server. In addition, the data 
tra?ic betWeen the clients and the server can be reduced by 
transmitting sound data item Whose data siZe is smaller than 
moving picture data items When extracting the feature values. 

Third Embodiment 

[0090] Editing a same event that shot multiple cameras 
generally involves using a typical shot pattern, Which speci 
?es the sequence of shots constituting a routine scene. For 
instance, if the scene is of a toast being made, a typical shot 
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pattern might start With a shot of someone proposing the toast 
and end With a shot of the gathered company applauding. The 
normal Way to make a video based on a typical shot pattern is 
to set up several cameras and determine What kinds of shot to 
employ and hoW to time the shots. HoWever, doing this is 
dif?cult for the lone amateur, so an alternative Way is to use 
video shot from various angles by a group of amateurs. As a 
result, the video based on typical shot pattern can be created 
by combining the video shot from various angles. 
[0091] The video processing apparatus according to the 
third embodiment Will be explained With reference to the 
block diagram shoWn in FIG. 11. 
[0092] A video processing apparatus 1100 according to the 
third embodiment includes an acquisition unit 101, a ?rst 
extraction unit 102, a generation unit 103, a second extraction 
unit 104, a computation unit 105, a selection unit 1103, an 
output unit 107, a detection unit 1101, and a correction unit 
1102. 

[0093] The acquisition unit 101, the ?rst extraction unit 
102, the generation unit 103, the second extraction unit 104, 
the computation unit 105 and the output unit 107 perform the 
same operations as the ?rst embodiment, and explanations are 
omitted. 
[0094] The detection unit 1101 receives feature values from 
the ?rst extraction unit 1 02 and receives a feature value model 
of typical shot patterns from a shot pattern dictionary 1104 
described beloW. The detection unit 1101 calculates likeli 
hood by comparing the received feature values With the fea 
ture value models of the typical shot patterns. The feature 
value models are prepared by modeling the feature values 
(image features and sound features) of video streams 
included in the typical shot patterns and indicates change of 
feature values sequentially. 
[0095] The correction unit 1102 receives the likelihood 
values from the detection unit 1101 and generates correction 
values in accordance With the likelihood values. 

[0096] The selection unit 1103 carries out substantially the 
same operation as the selection unit 106 of the ?rst embodi 
ment. The selection unit 1103 receives summariZation scores 
from the computation unit 105 and the correction values from 
the correction unit 1102, and selects summariZation segments 
based on corrected summariZation scores in Which the cor 
rection values are added to the summariZation scores. 

[0097] The shot pattern dictionary 1104 stores a plurality of 
feature value models of typical shot patterns. The feature 
value models of the typical shot patterns can be generated by 
empirically setting parameters or through learning using sta 
tistical data. In addition, the feature value models can be 
obtained from external dictionaries on the Internet. The shot 
pattern dictionary 1104 Will be explained later With reference 
to FIG. 13. 

[0098] The operation of the video processing apparatus 
1100 according to the third embodiment Will be explained 
With reference to the ?owchart shoWn in FIG. 12. Steps S201 
to S210 are the same as those in the ?rst embodiment, and 
explanations are omitted. 

[0099] In step S1201, the detection unit 1101 acquires fea 
ture value models of typical shot patterns from the shot pat 
tern dictionary 1104. 

[0100] In step S1202, the detection unit 1101 compares the 
feature values computed in step S102 With one or more fea 
ture value models of typical shot patterns and compute like 
lihood of matching for each typical shot pattern. If a typical 
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shot pattern having likelihood greater than or equal to a 
threshold value exists, step S1203 is executed; if not, step 
S109 is executed. 
[0101] In step S1203, the correction unit 1102 generates 
values Weighted by the likelihood values as correction values. 
The correction values are prepared to increase the summari 
zation scores so that segments in Which the correction values 
are added are to be selected for the summarization segments. 
Then, the selection unit 1103 generates corrected summari 
zation scores by adding the correction values to the summa 
rization scores of segments to be selected as being represen 
tative of the typical shot pattern. 
[0102] An example of typical shot patterns stored in the 
typical shot pattern dictionary Will be explained With refer 
ence to FIG. 13. 

As shoWn in FIG. 13, characteristics of each shot used in the 
typical shot pattern are categorized and stored. The typical 
shot pattern is generated by combining multiple shots accord 
ing to the stored characteristics. 
[0103] For instance, in a shot of someone proposing the 
toast, there is hardly any panning, the person being shoWn in 
close-up in the center of the screen. In a shot of the gathered 
company applauding, a large number of people are shoWn, 
and sometimes there is panning to take in the Whole scene. 
The feature value model for the image features is a model 
including at least one of face position and size, and camera 
angles. The feature value model for the sound features is, in 
the case of the shot of proposing the toast, a model of fre 
quency distribution of the human voice; and, in the case of the 
shot of applauding, a model of frequency distribution of 
applause. 
[0104] In FIG. 13, the feature values include parameters of 
face count, face position, face size, camera angle and sound 
type, these values being stored in the shot pattern dictionary 
for each shot. For shot 1, Which is a shot of someone propos 
ing the toast, the face count is “One”, the face position is 
“Center”, the face size is “Large”, the camera angle is 
“Fixed”, and the sound type is “Speech”. For shot 2, Which is 
a shot of the applause, the face count is “5 or more”, the face 
position is “Spread”, the face size is “Small”, the camera 
angle is “Pan”, and the sound type is “Applause”. If the 
feature values of a captured video include a combination of 
parameters re?ecting the feature value models of shots 1 and 
2, the video is selected as being representative of the typical 
shot pattern. 
[0105] The feature value models do not have to include 
both image feature and sound feature. The feature value mod 
els can be generated for one of picture and sound features or 
other features. The parameters of the typical shot pattern may 
include a speci?c person identi?cation as to the main charac 
ters of event (bride and groom), a face orientation, a mouth 
movement other than those indicated in FIG. 13. By using 
such parameters, a typical shot pattern in Which someone 
giving a speech asks the bride and groom a question can be 
created. 
[0106] The operation of the detection unit 1101 and the 
correction unit 1102 Will be explained With reference to FIG. 
14. 
The detection unit 1101 compares the feature values com 
puted from video streams With the feature value models of the 
typical shot pattern, and computes the likelihood of matching. 
For example, for video streams A and B associated by time, 
the likelihood of matching is detected by comparing, ?rst, 
video stream A With the feature values of shot 1; then, video 

Mar. 29, 2012 

stream B With the feature values of shot 2; then, video stream 
A With the feature values of shot 2; and ?nally, video stream 
B With the feature values of shot 1. 
[0107] After computing the likelihood for all the video 
streams, if a combination of shots having the highest likeli 
hood can represent the typical shot pattern, the correction unit 
1102 generates the correction values so that the shots are 
selected as summarization segments. 
[0108] According to the third embodiment, the summa 
rized video including the typical shot patterns is created by 
modeling the feature values of the typical shot pattern and 
combining segments of multiple video streams correspond 
ing to the typical shot patterns even though videographers 
intentionally shot video streams based on the typical shot 
patterns. 

Fourth Embodiment 

[0109] In the ?rst embodiment, it may be that the summa 
rized video includes summarization segments obtained from 
video streams oWned by other users, rather than the creator of 
the summarized video, and those users do not Wish the creator 
to use their video streams. In the fourth embodiment, if video 
streams oWned by other users are included in the summariza 
tion segments, authorization by those users is requested, and 
segments of the video streams are changed so as to exclude 
from the summarization segments if authorization is denied. 
This realizes a summarized video Which ful?lls users’ inten 
tions. 
[0110] The video processing apparatus according to the 
fourth embodiment Will be explained With reference to the 
block diagram shoWn in FIG. 15. 
[0111] A video processing apparatus 1500 according to the 
fourth embodiment includes an acquisition unit 101, a ?rst 
extraction unit 102, a generation unit 103, a second extraction 
unit 104, a computation unit 105, a selection unit 1502, an 
output unit 107 and a management unit 1501. 
[0112] The acquisition unit 101, the ?rst extraction unit 
102, the generation unit 103, the second extraction unit 104, 
the computation unit 105 and the output unit 107 carry out the 
same operations as the ?rst embodiment, and explanations are 
omitted. 
[0113] Videos used in this embodiment include authoriza 
tion information item indicating authorization to use by other 
users (for example, an information item as to Whether or not 
other users can use the video streams for a summarized 

video). 
[0114] The management unit 1501 receives summarization 
segments from the selection unit 1502 described beloW, and 
determines Whether or not the segments included in the sum 
marization segments are authorized or unauthorized based on 
authorization information item. The authorized segments are 
segments Whose authorization information item indicates 
“OK,” and the unauthorized segments are segments Whose 
authorization information item indicates “NO.” The manage 
ment unit 1501 requests authorization to the users oWning 
unauthorized segments. 
[0115] The selection unit 1502 performs substantially the 
same operation as the selection unit 106 according to the ?rst 
embodiment. HoWever, if unauthorized segments are 
included in the summarization segments, the selection unit 
1502 eliminates the unauthorized segments or selects the 
segments of the common video segment groups having the 
second highest summarization scores as the summarization 
segments. 
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[01 1 6] The operations of the management unit 1501 and the 
selection unit 1502 Will be explained With reference to the 
?owchart shoWn in FIG. 16. 
[0117] In step S1601, the management unit 1501 acquires 
summarization segments from the selection unit 1502. 
[0118] In step S1602, the management unit 1501 deter 
mines Whether or not unauthorized segments are included in 
the summarization segments. If the unauthorized segments 
are included, step S1603 is executed; if unauthorized seg 
ments are not included, the processing is terminated Without 
making any change to the summarization segments. 
[0119] In step S1603, the management unit 1501 requests 
authorization from users Who oWn unauthorized segments. 
Instead of explicitly displaying a message for requesting 
authorization, the management unit 1501 may automatically 
determine authorization based on a user’s registration infor 
mation, or a user’s permission to use video streams Within a 
community, or the range of video content authorized for pub 
lic vieWing on the social netWork service (SNS) With Which 
the user is registered. In addition, the management unit 1501 
may display a message indicating “Unauthorized segments 
are included in the summarization segments. Do you Want to 
request authorization from the oWners?” to enable the creator 
of the summarized video to obtain authorization Without 
directly requesting authorization from oWners. Authorization 
can be requested through the server Without specifying the 
oWners, instead of directly betWeen creator and oWners. 
[0120] In step S1604, it is determined Whether or not all 
segments of the summarization segments are authorized to be 
used. If all segments are authorized to be used, the processing 
is terminated Without making any change in the summariza 
tion segments. If there is a segment not alloWed to be used, 
step S1605 is executed. 
[0121] In step S1605, the summarization segments are 
changed not to include unauthorized segments. The summa 
rization segments are changed by eliminating the unautho 
rized segments or decreasing the summarization scores of the 
unauthorized segments and alloWing the other segments to be 
selected. Then, step S1602 is returned to in order to apply the 
same processing to the neWly selected segments. The process 
ing is repeated until all summarization segments are autho 
rized to be used. 

[0122] According to the fourth embodiment, if segments 
oWned by other users are included in the summarization seg 
ments, the summarization segments are changed to exclude 
such segments When the users’ authorization cannot be 
obtained. This realizes generation of a summarized video 
Which ful?lls users’ intentions. 

Fifth Embodiment 

[0123] The ?fth embodiment is for a case Where multiple 
users store video streams captured With their respective cam 
eras on a common server, for example. If users A and B have 
video clips of the same event, userA is informed that user B, 
Who is on the same server, attended the same event, and vice 
versa. This realizes provision of information Which users are 
interested in, such as other users Who share a common interest 
or communities of interest. 

[0124] The video processing apparatus according to the 
?fth embodiment Will be explained With reference to the 
block diagram shoWn in FIG. 17. 
[0125] A video processing apparatus 1700 according to the 
?fth embodiment includes an acquisition unit 101, a ?rst 
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extraction unit 102, a generation unit 103, a computation unit 
1701, a determination unit 1702, and a noti?cation unit 1703. 
[0126] The acquisition unit 101, the ?rst extraction unit 102 
and the generation unit 103 perform the same operations as 
the ?rst embodiment, and explanations are omitted. 
[0127] The computation unit 1701 receives a plurality of 
associated segment groups from the generation unit 103, and 
computes user relevance scores. The user relevance scores 
indicate relevance betWeen users having input video streams. 
The higher score indicates that the users are highly related. 
The user relevance score may be the length of associated 
segments. The distance betWeen feature values or the simi 
larity of feature values computed for segment association can 
be used as the user relevance score even though actual seg 
ment association is not made. 
[0128] The determination unit 1702 receives the user rel 
evance scores from the computation unit 1701, and deter 
mines Whether or not users Whose user relevance scores are 

greater than or equal to a threshold value exist. The determi 
nation unit 1702 determines Whether or not a permit noti?ca 
tion for the users having the user relevance scores greater than 
or equal to the threshold value exists. 
[0129] The noti?cation unit 1703 receives the determina 
tion results from the determination unit 1702, and noti?es the 
users in accordance With the determination results. 
[0130] The operation of the video processing apparatus 
1700 according to the ?fth embodiment Will be explained 
With reference to the ?owchart shoWn in FIG. 18. 
[0131] Steps S201 to S205 are the same as those ofthe ?rst 
embodiment, and explanations are omitted. 
[0132] In step S1801, the computation unit 1701 computes 
user relevance scores for the associated segment groups. 
[0133] In step S1802, the determination unit 1702 deter 
mines Whether or not users Whose user relevance scores are 

greater than or equal to a threshold value exist. If there is no 
user having user relevance score greater than or equal to the 
threshold value, the processing is terminated. If there are 
users having user relevance scores greater than or equal to the 
threshold value, step S1803 is executed. 
[0134] In step S1803, the noti?cation unit 1703 requests a 
user (user A) authorization of notifying the related user (user 
B) that user A is a related user. 

[0135] For requesting authorization, for example, a mes 
sage is displayed to user A, and user A replies by inputting 
acceptance or refusal. For a case Where there are multiple 
related users, authorization may be asked to userA relative to 
each related user. 

[0136] In step S1804, the noti?cation unit 1703 determines 
Whether there is a related user alloWed to be noti?ed. This 
determination is made, for example, base on Whether the user 
alloWs noti?cation to the related user in step S1803. If there is 
a related user alloWed to be noti?ed, step S1805 is executed; 
if not, the processing is terminated. 
[0137] In step S1805, the noti?cation unit 1703 performs 
noti?cation to the related user. The operation of the video 
processing apparatus 1700 is completed. 
When obtaining authorization from user B, that user is asked 
Whether or not userA should be noti?ed that user B is a related 
user. Authorization is obtained, for example, by displaying a 
message to user B and inputting user B’s acceptance or 
refusal. Since users A and B are not alWays online at the same 
time, authorization may be obtained by email. If there is more 
than one related user, not all the users may respond immedi 
ately. In this case, a periodic check is made of Whether there 
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