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HARDWARE ARCHITECTURE FOR CLOUD 
SERVICES 

BACKGROUND 

Conventionally, most computational tasks are performed 
upon a client or a server Within a proprietary intranet. For 
example, a softWare application resident upon a client can be 
utilized by the client to effectuate operations such as creating 
data, obtaining data, manipulating data and/or storing data in 
memory associated With the client. Further, corporate entities 
and universities oftentimes employ one or more servers to 

perform tasks such as data storage/retrieval, data Warehous 
ing/analysis, electronic mail and/or backup. These clients 
and/or servers Within the proprietary intranet can include 
softWare applications that provide functionality such as net 
Work broWsing, Word processing, electronic mail manage 
ment, and so forth. 

In typical client-server architectures, hardWare resources 
of clients and servers on proprietary intranets are utiliZed to 
effectuate the aforementioned computationally intensive 
tasks. HoWever, client and server hardWare resources can be 
expensive, dif?cult and time consuming to install, update, 
troubleshoot and maintain. According to an illustration, 
upgrading server hardWare of corporate entities can lead to 
lengthy doWntimes during Which electronic mail communi 
cations are halted, employees are unable to access data 
retained on the servers, customers are unable to vieW content 
or effectuate online commercial transactions With the corpo 
rate entities, and the like; thus, in addition to costs associated 
With purchasing the hardWare, the corporate entity is faced 
With lost pro?ts, customer frustration, diminished employee 
productivity, and so forth. 

Moreover, conventional client devices can be constrained 
by limited storage, processing poWer, security, bandWidth, 
redundancy, graphical display rendering capabilities, etc. 
Upgrading hardWare resources associated With client devices 
can be effectuated by purchasing replacement client devices 
or components of the client devices that can be installed such 
as central processing units (CPUs), random access memory 
(RAM), hard disks, video display controllers, and the like; 
hoWever, upgraded client devices can still be constrained by 
the above-noted limitations. For example, typical cellular 
telephones or personal digital assistants (PDAs) may be 
unable to store large libraries of video ?les in memory of such 
devices. Thus, desired computational tasks can be omitted 
due to limitations of hardWare resources. 

SUMMARY 

The folloWing presents a simpli?ed summary in order to 
provide a basic understanding of some aspects described 
herein. This summary is not an extensive overvieW of the 
claimed subject matter. It is intended to neither identify key or 
critical elements of the claimed subject matter nor delineate 
the scope thereof. Its sole purpose is to present some concepts 
in a simpli?ed form as a prelude to the more detailed descrip 
tion that is presented later. 

The claimed subject matter relates to systems and/or meth 
ods that facilitate dynamically allocating resources (e.g., 
hardWare, softWare, . . . ) supported by a third party service 
provider. The third party service provider can support any 
number of services that can be concurrently requested by 
several clients Without user perception of degraded comput 
ing performance as compared to conventional systems/tech 
niques due to improved connectivity and mitigated latencies. 
An interface component can receive a request from a client 
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2 
device. Further, a dynamic allocation component can appor 
tion resources (eg hardWare resources) supported by the 
third party service provider to process and respond to the 
request based at least in part upon subscription data. More 
over, a user state evaluator can determine a state associated 

With a user and/ or the client device; the state can be utiliZed by 
the dynamic allocation component to tailor resource alloca 
tion. 

In accordance With various aspects of the claimed subject 
matter, hardWare resources (e.g., related to processing, stor 
age, connectivity, caching, . . . ) supported by a third party 
service provider can be allocated dynamically, for example, 
based upon subscription related data. Additionally or altema 
tively, resources can be allotted as a function of time based 

upon user need, user frustration, number of requests, identity 
of requesting users, subscriptions associated With requesting 
users, type of resources requested, time of day, geographic 
location, cost/bene?t analysis, client device capabilities, and 
the like. Resources hosted by the third party service provider 
can be leveraged to mitigate constraints such as hardWare 
limitations (e. g. limited storage, processing poWer, band 
Width, connectivity, . . . ), expensive and time-consuming 
maintenance and upgrading, and the like, Which can be typi 
cally associated With client-side devices and/or servers Within 
proprietary intranets. 

Pursuant to one or more aspects of the claimed subject 
matter, an amount of memory allotted for a particular user can 
be dependent upon the user’s subscription. According to a 
further example, a user may purchase a number of central 
processing unit (CPU) cycles hosted by the third party service 
provider, and the CPU cycles can be employed in connection 
With processing request(s) . Also, redundancy can be allocated 
based upon a subscription, and thus, hardWare resource utili 
Zation can be accordingly apportioned; thus, a subscription 
can enable persistently storing copies of a subscriber’ s data in 
memory of data store(s) supported by the third party service 
provider. Moreover, alternative communication paths (eg 
between a client and the third party service provider, betWeen 
disparate third party service providers, . . . ) can be allocated 

based on a subscription for utiliZation upon failure of a pri 
mary communication path. 
The folloWing description and the annexed draWings set 

forth in detail certain illustrative aspects of the claimed sub 
ject matter. These aspects are indicative, hoWever, of but a feW 
of the various Ways in Which the principles of such matter may 
be employed and the claimed subject matter is intended to 
include all such aspects and their equivalents. Other advan 
tages and novel features Will become apparent from the fol 
loWing detailed description When considered in conjunction 
With the draWings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a block diagram of an exemplary system 
that facilitates adjusting utiliZation and/or allocation of hard 
Ware resource(s) to remote clients. 

FIG. 2 illustrates a block diagram of an exemplary system 
that apportions resource(s) based upon considerations of user 
state. 

FIG. 3 illustrates a block diagram of an exemplary system 
that employs load balancing to optimiZe utiliZation of 
resources. 

FIG. 4 illustrates a block diagram of an exemplary system 
that archives and/or analyZes data utiliZing a third party ser 
vice provider. 
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FIG. 5 illustrates a block diagram of an exemplary system 
that interconnects distributed data retained at various geo 
graphic locations. 

FIG. 6 illustrates a block diagram of an exemplary system 
that provides various resources supported by a third party 
service provider. 

FIG. 7 illustrates a block diagram of an exemplary system 
that infers a state associated With a device and/or user, and the 
state can be utiliZed to dynamically adjust an allocation of 

resource(s). 
FIG. 8 illustrates an exemplary methodology that facili 

tates allotting and utiliZing resources hosted by a third party 
service provider. 

FIG. 9 illustrates an exemplary methodology that facili 
tates altering resource allocation based upon a state (e.g., 
associated With user(s) and/ or client device(s)). 

FIG. 10 illustrates an exemplary methodology that facili 
tates that facilitates searching distributed data retained in 
allocated memory. 

FIG. 11 illustrates an exemplary networking environment, 
Wherein the novel aspects of the claimed subject matter can be 
employed. 

FIG. 12 illustrates an exemplary operating environment 
that can be employed in accordance With the claimed subject 
matter. 

DETAILED DESCRIPTION 

The claimed subject matter is described With reference to 
the draWings, Wherein like reference numerals are used to 
refer to like elements throughout. In the folloWing descrip 
tion, for purposes of explanation, numerous speci?c details 
are set forth in order to provide a thorough understanding of 
the subject innovation. It may be evident, hoWever, that the 
claimed subject matter may be practiced Without these spe 
ci?c details. In other instances, Well-knoWn structures and 
devices are shoWn in block diagram form in order to facilitate 
describing the subject innovation. 
As utiliZed herein, terms “component, system,” and the 

like are intended to refer to a computer-related entity, either 
hardWare, softWare (e.g., in execution), and/ or ?rmWare. For 
example, a component can be a process running on a proces 
sor, a processor, an object, an executable, a program, and/or a 
computer. By Way of illustration, both an application running 
on a server and the server can be a component. One or more 

components can reside Within a process and a component can 
be localiZed on one computer and/or distributed betWeen tWo 
or more computers. 

Furthermore, the claimed subject matter may be imple 
mented as a method, apparatus, or article of manufacture 
using standard programming and/or engineering techniques 
to produce softWare, ?rmWare, hardWare, or any combination 
thereof to control a computer to implement the disclosed 
subject matter. The term “article of manufacture” as used 
herein is intended to encompass a computer program acces 
sible from any computer-readable device, carrier, or media. 
For example, computer readable media can include but are 
not limited to magnetic storage devices (e.g., hard disk, 
?oppy disk, magnetic strips, . . . ), optical disks (e.g., compact 
disk (CD), digital versatile disk (DVD), . . . ), smart cards, and 
?ash memory devices (e.g., card, stick, key drive, . . . ). 
Additionally it should be appreciated that a carrier Wave can 
be employed to carry computer-readable electronic data such 
as those used in transmitting and receiving electronic mail or 
in accessing a netWork such as the Internet or a local area 
netWork (LAN). Of course, those skilled in the art Will rec 
ogniZe many modi?cations may be made to this con?guration 
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4 
Without departing from the scope or spirit of the claimed 
subject matter. Moreover, the Word “exemplary” is used 
herein to mean serving as an example, instance, or illustra 
tion. Any aspect or design described herein as “exemplary” is 
not necessarily to be construed as preferred or advantageous 
over other aspects or designs. 
NoW turning to the ?gures, FIG. 1 illustrates a system 100 

that facilitates adjusting utiliZation and/or allocation of hard 
Ware resource(s) to remote clients. The system 100 includes a 
third party service provider 102 that can concurrently service 
requests from several clients Without user perception of 
degraded computing performance as compared to conven 
tional techniques Where computational tasks can be per 
formed upon a client or a server Within a proprietary intranet. 

The third party service provider 102 (e.g., “cloud”) supports 
a collection of hardWare and/or softWare resources 104. The 
hardWare and/or softWare resources 104 canbe maintained by 
an off-premises party, and the resources 104 can be accessed 
and utiliZed by identi?ed users over a netWork (e.g., Internet, 
WAN, . . . ). Resources 104 provided by the third party service 
provider 102 can be centrally located and/or distributed at 
various geographic locations. For example, the third party 
service provider 102 can include any number of data center 
machines that provide resources 104. The data center 
machines can be utiliZed for storing/retrieving data, effectu 
ating computational tasks, rendering graphical outputs, rout 
ing data, and so forth. 

According to an illustration, the third party service pro 
vider 102 can provide any number of resources 104 such as 
data storage services, computational services, Word process 
ing services, electronic mail services, presentation services, 
spreadsheet services, gaming services, Web syndication ser 
vices (e.g., subscribing to a RSS feed), and any other services 
or applications that are conventionally associated With per 
sonal computers and/or local servers. Further, utiliZation of 
any number of third party service providers similar to the 
third party service provider 102 is contemplated. According 
to an illustration, disparate third party service providers can 
be maintained by differing off-premise parties and a user can 
employ (e.g. concurrently, at different times, . . . ) all or a 
subset of the third party service providers. 
By leveraging resources 104 supported by the third party 

service provider 102, limitations commonly encountered 
With respect to hardWare associated With clients and servers 
Within proprietary intranets can be mitigated. Off-premises 
parties, instead of users of clients or netWork administrators 
of servers Within proprietary intranets, can maintain, trouble 
shoot, replace and update the hardWare resources 104. Eur 
ther, for example, lengthy doWntimes can be mitigated by the 
third party service provider 102 utiliZing redundant resources 
104; thus, if a subset of the resources 104 are being updated or 
replaced, the remainder of the resources 104 can be utiliZed to 
service requests from users. According to this example, the 
resources 104 can be modular in nature, and thus, resources 
104 can be added, removed, tested, modi?ed, etc. While the 
remainder of the resources 104 can support servicing user 
requests. Moreover, hardWare resources 1 04 supported by the 
third party service provider 102 can encounter feWer con 
straints With respect to storage, processing poWer, security, 
bandWidth, redundancy, graphical display rendering capabili 
ties, etc. as compared to conventional hardWare associated 
With clients and servers Within proprietary intranets. 
The system 100 can include a client device 106 that 

employs resources 104 of the thirdparty service provider 102. 
Although one client device 106 is depicted, it is to be appre 
ciated that the system 100 can include any number of client 
devices similar to the client device 106, and the plurality of 
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client devices can concurrently utilize supported resources 
104. By Way of illustration, the client device 106 can be a 
desktop device (e.g., personal computer), portable device 
(e. g., laptop, tablet, handheld such as a personal digital assis 
tant (PDA), portable music player, portable gaming 
device, . . . ), mobile phone, home media center, and the like. 
Further, the client device 106 can be an embedded system that 
can be physically limited, and hence, it can be bene?cial to 
leverage resources 104 of the thirdparty service provider 102; 
for example, the embedded system can be included in a car, a 
global positioning system (GPS) navigation system, an intel 
ligent agricultural Watering system, buoy sensors in the 
ocean, a household appliance, medical equipment, industrial 
machinery, and so forth. According to another example, the 
client device 106 can be associatedWith surface(s) (e.g., Walls 
that can be interactive screens Within buildings such as 

houses, o?ices, retail establishments, . . . ) that can interact 
With user(s) (e.g., by displaying data and/or obtaining user 
input, . . . ). The client device 106 can be a thin client utiliZed 

to access services hosted by the third party service provider 
102 With minimal latency. Further, the client device 106 can 
interact With a user (e.g., receive user input, output content 
from the third party service provider 102, . . . ). 

Resources 104 can be shared amongst a plurality of client 
devices subscribing to the third party service provider 102 
(hoWever, it is contemplated that the claimed subject matter is 
not limited to allocating resources 104 based upon subscrip 
tions). According to an illustration, one of the resources 104 
can be at least one central processing unit (CPU), Where CPU 
cycles can be employed to effectuate computational tasks 
requested by the client device 106. Pursuant to this illustra 
tion, the client device 106 can be allocated a subset of an 
overall total number of CPU cycles, While the remainder of 
the CPU cycles can be allocated to disparate client device(s). 
Additionally or alternatively, the subset of the overall total 
number of CPU cycles allocated to the client device 106 can 
vary over time. Further, a number of CPU cycles can be 
purchased by the user of the client device 106. In accordance 
With another example, the resources 104 can include data 
store(s) that canbe employed by the client device 106 to retain 
data. The user employing the client device 106 can have 
access to a portion of the data store(s) supported by the third 
party service provider 102, While access can be denied to 
remaining portions of the data store(s) (e.g., the data store(s) 
can selectively mask memory based upon user/device iden 
tity, permissions, . . . ). It is contemplated that any additional 
types of resources 104 can likeWise be shared. 

The third party service provider 102 can further include an 
interface component 108 that can receive input(s) from the 
client device 106 and/or enable transferring a response to 
such input(s) to the client device 106 (as Well as perform 
similar communications With any disparate client devices). 
According to an example, the input(s) can be request(s), data, 
executable program(s), etc. For instance, request(s) from the 
client device 106 can relate to effectuating a computational 
task, storing/retrieving data, rendering a user interface, and 
the like via employing one or more resources 104. Further, the 
interface component 108 can obtain and/ or transmit data over 
a netWork connection. According to an illustration, execut 
able code can be received and/or sent by the interface com 
ponent 108 over the netWork connection. Pursuant to another 
example, a user (e.g. employing the client device 106) can 
issue commands via the interface component 108 (e.g., “run 
this application”, “delete this ?le”, . . . ). 

Moreover, the third party service provider 102 includes a 
dynamic allocation component 110 that apportions resources 
104 (e.g., hardWare resource(s)) supported by the third party 
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6 
service provider 102 to process and respond to the input(s) 
(e.g., request(s), data, executable program(s), . . . ) obtained 
from the client device 106. The dynamic allocation compo 
nent 110 can allot resources 104 based upon subscription 
data. Further, the resource allotment provided by the dynamic 
allocation component 110 can vary as a function of time 
based on considerations such as needs of users, authorization 
level, upcoming events (e.g., evinced by calendars, meeting 
requests, indications of time frames, . . . ), frustrations of 

users, availability of resources 104, number of requests (e. g., 
from particular user(s), group(s) of users, all users, . . . ), 
identity of requesting users, subscriptions associated With 
requesting users (e.g., subscription level), type of resource(s) 
104 requested, time of day, day, geographic location, cost/ 
bene?t analysis, client device 106 capabilities, and so forth. 

Users can subscribe to utiliZe resources 104 hosted by the 
third party service provider 102. According to an illustration, 
disparate subscription levels can be offered in connection 
With resources 104 of the third party service provider 102. For 
instance, a higher level subscription can provide increased 
processing poWer, bandWidth, storage capacity, services, and 
so forth as compared to a loWer level subscription. Pursuant to 
a further example, each subscription level can provide a cor 
responding minimum level of resource assignment by the 
dynamic allocation component 110; hoWever, if feWer 
requests by subscribers With high level subscriptions are 
obtained at a particular time, the dynamic allocation compo 
nent 110 can alter the resource assignment above the mini 
mum level. Further, subscriptions can be obtained for indi 
vidual users and/or groups of users. Thus, corporate entities 
can purchase subscriptions that can be utiliZed by their 
respective employees. 

Subscription data (e.g., that can be retained by the third 
party service provider 102, included and/or altered With 
input(s) from the client device 106, . . . ) can be utiliZed to 

distribute the resources 104. For instance, an amount and/or 
type of memory allotted for a particularuser canbe dependent 
upon the user’ s subscription data. Moreover, a user may pur 
chase a number of CPU cycles associated With a data center 
machine, Which can be employed in connection With process 
ing input(s). Also, redundancy can be allocated based upon 
subscription data, and thus, hardWare resource utiliZation can 
be accordingly apportioned; therefore, a subscription can 
provide for persistently storing copies of a subscriber’s data 
in memory of more than one data center machine. Moreover, 
the dynamic allocation component 110 can allocate altema 
tive communication paths (e.g., betWeen the client device 106 
and the interface 108 of the third party service provider 102, 
betWeen the third party service provider 102 and disparate 
third party service provider(s), . . . ) based upon subscription 
data (e.g., upon failure of a primary communication path). 
Further, resources such as, for instance, communication 
bandWidth, security levels, archival length, etc. can be allot 
ted by the dynamic allocation component 110. It is to be 
appreciated, hoWever, that the claimed subject matter is not 
limited to the aforementioned examples. 

According to another example, subscriptions need not be 
utiliZed in connection With allocating resources 104 of the 
third party service provider 102. Pursuant to this example, 
resources 104 can be allotted by the dynamic allocation com 
ponent 110 in association With advertising. Thus, advertise 
ments can be generated, stored, provided by, etc. the third 
party service provider 102 (e.g., via employing apportioned 
resources 104) to the client device 106, While the client device 
106 (and/or the user) need not have a subscription. In accor 
dance With an example, the dynamic allocation component 
110 can enable providing targeted advertising by tailoring 
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resources 104 utilized for yielding advertisements for dispar 
ate users based upon considerations such as transaction his 

tory, user attentional status, user schedule, location, and so 
forth. 

Pursuant to a further example, users can employ resources 
104 of the third party service provider 102 anonymously 
and/or on a pay-as-you go basis. For instance, a user can pay 
a one time fee to convert a library of .Wma ?les into .mp3?les 
Without revealing her identity and Without sub scribing to the 
third party service provider 102. 

Although the interface component 108 is depicted as being 
separate from the dynamic allocation component 110, it is 
contemplated that the dynamic allocation component 1 10 can 
include the interface component 108 or a portion thereof 
Also, the interface component 108 can provide various adap 
tors, connectors, channels, communication paths, etc. to 
enable interaction With the dynamic allocation component 
110. 

With reference to FIG. 2, illustrated is a system 200 that 
apportions resource(s) based upon considerations of user 
state. The system 200 includes the third party service provider 
102 that supports any number of resources 104 (e.g., hard 
Ware, softWare, ?rmWare, . . . ) that can be employed by the 
client device 106 (and/ or disparate client device(s) (not 
shoWn)). The third party service provider 102 further com 
prises the interface component 108 that receives resource 
utiliZation requests (e.g., requests to effectuate operations 
utiliZing resources 104 supported by the third party service 
provider 102) from the client device 106 and the dynamic 
allocation component 110 that partitions resources 104 (e.g., 
betWeen users, devices, computational tasks, . . .). Moreover, 
the dynamic allocation component 110 can further include a 
user state evaluator 202, an enhancement component 204 and 
an auction component 206. 

The user state evaluator 202 can determine a state associ 

ated With a user and/or the client device 106 employed by the 
user, Where the state can relate to a set of properties such as 

behaviors, frustrations, needs, con?gurations, attributes, con 
ditions, preferences, contexts, information content, authori 
Zation levels, capabilities, and/or roles. For instance, the user 
state evaluator 202 can analyZe explicit and/ or implicit infor 
mation obtained from the client device 106 (e.g., via the 
interface component 108) and/or retrieved from memory 
associated With the third party service provider 102 (e.g., 
preferences indicated in subscription data). State related data 
yielded by the user state evaluator 202 can be utiliZed by the 
dynamic allocation component 110 to tailor the apportion 
ment of resources 104. 
By Way of example, the user state evaluator 202 can deter 

mine user frustration. According to this example, the user 
state evaluator 202 can infer frustration from delays, failures, 
errors, and the like associated With requests from the client 
device 106 to employ resources 104. Further, the user state 
evaluator 202 can analyZe variations in frequency of user 
input (e. g., user repeatedly providing the same input such as 
depressing a key on a keyboard or a mouse button With a high 
frequency prior to obtaining a response to the input), tone of 
input (e.g. intonation in user speech evaluated With speech 
recognition), physical movements and/or actions (e.g., sensor 
in a screen that detects When users hit the screen from frus 
tration), facial expressions, and so forth to deduce user frus 
tration. Additionally or alternatively, the client device 106 can 
obtain explicit user input related to his or her frustration level 
(e.g., user can select a button that indicates she is frustrated 
With performance of a requested service supported by the 
third party service provider 102, . . . ). As a level of frustration 
of the user increases as determined by the user state evaluator 
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8 
202, the dynamic allocation component 110 can provide the 
user With an increased share of resources 104, and the share 
can be reduced as the analyZed frustration level diminishes. 

According to another illustration, the user state evaluator 
202 can consider characteristics of the client device 106, 
Which can be used to apportion resources 104 by the dynamic 
allocation component 110. For instance, the user state evalu 
ator 202 can identify that the client device 106 is a cellular 
telephone With limited display area. Thus, the dynamic allo 
cation component 110 can employ this information to reduce 
resources 104 utiliZed to render an image upon the client 
device 106 since the cellular telephone may be unable to 
display a rich graphical user interface. Further, the user state 
evaluator 202 can perform a cost/bene?t analysis based upon 
characteristics of the client device 106. For example, if mini 
mal bene?t is derived from increasing an allocation of 
resources 104 to the client device 106 (e.g., due to limited 
processing poWer, display real estate, bandWidth, memory, 
and so forth of the client device 106) While increasing costs 
(e.g., opportunity costs associated With not allotting such 
resources 104 to disparate client devices, computational 
tasks, and the like), then the user state evaluator 202 can 
provide an output to the dynamic allocation component 110 
that enables limiting share(s) of resources 104 related to 
client devices unable to fully utiliZe such resources 104. 

Other examples of information that the user state evaluator 
202 can evaluate include a number of concurrent requests 
from the client device 106, corporate hierarchy (e.g., provide 
a corporate CEO With more resources as compared to a neW 
employee When both individuals utiliZe a common subscrip 
tion, . . . ), and characteristics of computational tasks (e.g., 

importance of the tasks, upcoming deadlines/events by Which 
the tasks are needed, . . . ). For instance, the client device 106 
can be utiliZed to doWnload a video ?le for persistent storage 
upon the client device 106. The client device 106 can be 
employed to indicate an expected vieWing time for the video 
?le (and/or a time by Which the doWnload is desired to be 
completed); thus, if the video is to be vieWed Within thirty 
minutes, more bandWidth can be allocated as compared to 
When the video is expected to be vieWed in tWo days. Pursuant 
to this example, differential billing can be utiliZed to charge 
more for a quicker doWnload. It is to be appreciated that the 
user state evaluator 202 can additionally or alternatively con 
sider any disparate types of information to effectuate state 
analysis. 

Moreover, the enhancement component 204 can facilitate 
increasing an allocation of resources 104 for a particular user 
and/or client device 106. For instance, the enhancement com 
ponent 204 can receive explicit input to increase the amount 
and/or alter the type of resources utiliZed With the client 
device 106 (eg SupersiZe Me!). According to an example, an 
icon can be displayed as part of a graphical user interface 
rendered upon the client device 106, and selection of the icon 
can increase (e.g., temporarily, permanently, . . . ) resources 

104 assigned to the client device 106. Pursuant to this 
example, additional monetary charges in addition to subscrip 
tion costs can be applied to the user’ s account. Additionally or 
alternatively, subscriptions can include a preset number of 
opportunities to dynamically increase allocation of resources 
104. 

Further, the auction component 206 can enable users to 
auction unutiliZed resources 104. For instance, if a user (tem 
porarily) utiliZes less than all the resources 104 he is entitled 
to (e.g., according to the subscription data, as distributed by 
the dynamic allocation component 110, . . . ), that user can 
offer them to other users that need additional resources 104. 

Thus, unutiliZed resources 104 canbe sold, bartered, donated, 
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traded, exchanged, auctioned, etc. to disparate users. Accord 
ing to an example, the unutiliZed resources 104 can be 
dynamically priced. For instance, pricing of the resources 104 
can vary over time based upon supply of available resources 
104 (e. g., amount of resources 104 for sale, auction, trade, or 
the like by a plurality of users) and/or demand for the avail 
able resources 104. Moreover, depending upon a subscription 
level, unutiliZed resources 104 offered for transfer With a 
higher level subscription can be priced higher as compared to 
unutiliZed resources 104 associated With a loWer level sub 
scription. Upon a disparate user obtaining the resources 104 
(e.g., by Way of purchase, auction, trade, . . . ), the dynamic 
allocation component 110 can apportion these neWly 
obtained resources 1 04 to the disparate user. Further, a market 
(e. g., stock market) can be built upon the transfer of the 
resources 104; thus, options, hedge bets, and the like can be 
traded based upon this market. 

The auction component 206 can obtain user input indicat 
ing a user’s resources 104 to offer to disparate users. Thus, the 
user can designate a subset or all of the resources 104 (to 
Which he is entitled) to be offered for transfer via the auction 
component 206. According to another example, the auction 
component 206 can automatically offer resources 104 to dis 
parate users. For instance, if unused resources 104 are set to 
expire at an upcoming time, the auction component 206 can 
automatically offer to sell, trade, auction, etc. these resources 
(and/or provide a suggestion to the user to offer the unused 
resources). Moreover, the auction component 206 can evalu 
ate historical trends associated With resource 104 utiliZation 
to determine Whether the user has an excess amount of allo 

cated resources, and thereafter offer or suggest to offer the 
resources 104 (or a portion of the resources 104) to disparate 
users. According to another example, the auction component 
206 can evaluate that a ?rst user is not utiliZing a portion or all 
of his apportioned resources 104, While a second user needs 
additional resources 104; thus, the auction component 206 
can automatically broker a trade of resources 104 betWeen the 
users. For instance, the auction component 206 can trade 
resources 104 to be utiliZed Within a short time frame for 
resources 104 to be employed at a later time. Additionally or 
alternatively, the auction component 206 can trade a ?rst type 
of resource 104 for a second type of resource 104 (e. g., trade 
bandWidth for CPU cycles). In accordance With another 
example, the auction component 206 can enable selling 
resources 104 back to the third party service provider 102 
(e.g., in return for a refund of a portion of a subscription 
fee, . . . ). 

Pursuant to a further example, the auction component 206 
can enable a buyer to indicate an interest in purchasing 
resources 104. Thus, the buyer can employ the auction com 
ponent 206 to provide information related to desired 
resources 104 (e.g., type of resource 104, time for resource 
104 utiliZation, desired resource 104 amount, . . . ).According 

to this example, the auction component 206 can enable a user 
With unused resources 104 to sell, trade, barter, etc. the 
resources 104 to the buyer (e. g., by accepting the offer, 
counter offering, . . . ). In accordance With a further example, 

the auction component 206 can effectuate an auction Whereby 
sellers bid for a price at Which they Will sell the resources 104 
to buyers. Moreover, the auction component 206 can enable 
negotiating betWeen parties involved in potential transactions 
related to resources 104 (eg provide a forum in Which the 
parties can provide counteroffers to each other).Additionally, 
the auction component 206 can determine a fair market price 
for resources 104 involved in a transfer (e.g., based upon 
historical transaction data, supply of resources 104 
being offered by a plurality of users, demand for resources 
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104, . . . ); thus, a buyer and a seller can agree to an exchange 

and the auction component 206 can set the price. HoWever, it 
is to be appreciated that the claimed subject matter is not 
limited to the aforementioned examples. 

Referring to FIG. 3, illustrated is a system 300 that employs 
load balancing to optimiZe utiliZation of resources 104. The 
system 300 includes the third party service provider 102 that 
communicates With the client device 106 (and/or any dispar 
ate client device(s) and/or disparate third party service pro 
vider(s)). The third party service provider 102 can include the 
interface component 108 that transmits and/ or receives data 
from the client device 106 and the dynamic allocation com 
ponent 110 that allots resources 104 (e.g., provides shared 
access to hardWare resources 104 to the client device 106 
based at least in part upon subscription data). The dynamic 
allocation component 110 can further comprise a load bal 
ancing component 302 that optimiZes utiliZation of resources 
104. By employing the load balancing component 302, over 
all capacity associated With the third party service provider 
102 can be increased. Pursuant to an example, the load bal 
ancing component 302 can dynamically adjust prices of 
resources 104 based upon global demand. In accordance With 
this example, a long running job (e.g., compressing a video 
stream, . . . ) can be scheduled to “steal” cycles When demand 

is loW; thus, leftover resources 104 during times of loWer 
demand can be allocated by the load balancing component 
302. 

According to an example, the load balancing component 
302 can yield an output that enables the dynamic allocation 
component 110 to allocate resources 104 based on geo 
graphic location and/or time of day associated With the geo 
graphic location. Pursuant to this example, the load balancing 
component 302 can enable assigning increased percentages 
of overall resources 104 to client device(s) in a geographic 
location during typical business hours and decreased percent 
ages at nighttime. For instance, at 9:00 AM EST (6:00 AM 
PST), the load balancing component 302 can determine to 
allocate more bandWidth (e.g., resource 104) to client 
device(s) located in NeW York versus client device(s) posi 
tioned in California. 

In accordance With another illustration, the third party ser 
vice provider 102 can enable enterprises to Work With mul 
tiple of?ces and thereby alloW for forming virtual enterprises. 
With virtual enterprises, people need not be physically 
located in particular locations, yet can have full access to 
resources 104. Further, members associated With the virtual 
enterprises (e.g., employees, . . . ) can utiliZe a common 

subscription associated With the enterprise and/ or any num 
ber of disparate subscriptions. A subscription for a group of 
users at various locations (e.g. members associated With vir 
tual enterprises) can provide a minimum level of resources 
104 for the group While the load balancing component 302 
can optimiZe allotment of resources 104 betWeen the group 
members (e.g., shift shared resources 104 betWeen group 
members utiliZing a common subscription). 

Moreover, the load balancing component 302 can monitor 
resources 104 of the third party service provider 102 to detect 
failures. If a subset of the resources 104 fails, the load bal 
ancing component 302 can continue to optimiZe the remain 
ing resources 104. Thus, if a portion of the total number of 
processors fails, the load balancing component 302 can 
enable redistributing cycles associated With the non-failing 
processors. 
NoW turning to FIG. 4, illustrated is a system 400 that 

archives and/ or analyZes data utiliZing the third party service 
provider 102. The third party service provider 102 can include 
the interface component 108 that enables communicating 
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With the client device 106. Further, the third party service 
provider 102 comprises the dynamic allocation component 
110 that can apportion data retention resources, for example. 
Moreover, the third party service provider 102 can include an 
archive component 402 and any number of data store(s) 404. 
Access to and/or utilization of the archive component 402 
and/or the data store(s) 404 by the client device 106 (and/or 
any disparate client device(s)) can be controlled by the 
dynamic allocation component 110. The data store(s) 404 can 
be centrally located and/ or positioned at differing geographic 
locations. Further, the archive component 404 can include a 
management component 406, a versioning component 408, a 
security component 410, a permission component 412, an 
aggregation component 414, and/or a restoration component 
416. 

The data store(s) 404 can be, for example, either volatile 
memory or nonvolatile memory, or can include both volatile 

and nonvolatile memory. By Way of illustration, and not limi 
tation, nonvolatile memory can include read only memory 
(ROM), programmable ROM (PROM), electrically program 
mable ROM (EPROM), electrically erasable programmable 
ROM (EEPROM), or ?ash memory. Volatile memory can 
include random access memory (RAM), Which acts as exter 
nal cache memory. By Way of illustration and not limitation, 
RAM is available in many forms such as static RAM 
(SRAM), dynamic RAM (DRAM), synchronous DRAM 
(SDRAM), double data rate SDRAM (DDR SDRAM), 
enhanced SDRAM (ESDRAM), Synchlink DRAM 
(SLDRAM), Rambus direct RAM (RDRAM), direct Rambus 
dynamic RAM (DRDRAM), and Rambus dynamic RAM 
(RDRAM). The data store(s) 404 of the subject systems and 
methods is intended to comprise, Without being limited to, 
these and any other suitable types of memory. In addition, it is 
to be appreciated that the data store(s) 404 can be a server, a 
database, a hard drive, and the like. 

The management component 406 facilitates administering 
data retained in the data store(s) 404. The management com 
ponent 406 can enable providing multi-tiered storage Within 
the data store(s) 404, for example. According to this example, 
unused data can be aged-out to sloWer disks and important 
data used more frequently can be moved to faster disks; 
hoWever, the claimed subject matter is not so limited. Further, 
the management component 406 can be utilized (eg by the 
client device 106) to organize, annotate, and otherWise refer 
ence content Without making it local to the client device 106. 
Pursuant to an illustration, enormous video ?les can be tagged 
via utilizing a cell phone. Moreover, the management com 
ponent 406 enables the client device 106 to bind metadata, 
Which can be local to the client device 106, to ?le streams 
(e. g., retained in the data store(s) 404); the management com 
ponent 406 can enforce and maintain these bindings. 

Additionally or alternatively, the management component 
406 can alloW for sharing data retained in the data store(s) 404 
With disparate users and/or client devices. For example, ?ne 
grained sharing can be supported by the management com 
ponent 406 (eg a user can input “share this document With 
Alex” or “share all appointments With Teresa”, . . . ). Also, the 
management component 406 can mitigate accidental editing 
of a user’s document regardless of a level of permissions; 
instead, the management component 406 can yield a noti? 
cation that neW version(s) exist, and the user can organize, 
annotate, or delete those versions independently of other ver 
sion(s). According to a further example, the management 
component 406 can provide ?le synchronization. 

Moreover, the management component 406 can enable 
broWsing and/ or searching for data retained in the data 
store(s) 404. A user’s data can be heterogeneously distributed 
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in the data store(s) 404. For instance, subsets of the user data 
can be stored in data store(s) 404 as Well as disparate data 
store(s) hosted by differing off-premises parties. The man 
agement component 406 can enable searching and/ or broWs 
ing the user data Without consideration of the physical topol 
ogy of the storage devices utilized to retain the data. Thus, 
broWsing effectuated With the management component 406 
of “all my pictures” alloWs a user to vieW all pictures stored 
upon any data store (e.g. hosted by any number of third party 
service providers, . . . ). 

The management component 406 additionally can enable 
metadata and content to be treated differently. For instance, 
asking a question about a 700 Mb movie need not imply that 
the user desires to copy the movie to her hard drive. Further, 
looking for a document remotely on a home machine does not 
mean that the user Wants to copy all documents to her of?ce 
machine. Thus, schedule and policy for synchronization of 
metadata and for synchronization of ?le streams can be 
orthogonal. 
The versioning component 408 can enable retaining and/or 

tracking versions of data. For instance, the versioning com 
ponent 408 can identify a latest version of a document (re 
gardless of a saved location Within data store(s) 404). Addi 
tionally, upon saving a document, the versioning component 
408 can create a neW version of the document and link the 
versions. Thus, the versioning component 408 can enable 
retaining data (e.g., all versions of a document) unless an 
explicit instruction to delete data is obtained (eg from the 
user of the client device 106). Further, the versioning com 
ponent 408 can facilitate continuously auto-saving data. 
The security component 410 limits availability of 

resources based on user identity and/or authorization level. 
For example, the security component 410 can protect against 
unauthorized access and/ or use of data retained by the archive 
component 402. The security component 410 enhances con 
?dentiality, integrity and availability of the archived data. For 
instance, the security component 410 can encrypt data trans 
ferred to the client device 106 and/or decrypt data obtained 
from the client device 106. Moreover, the security component 
410 can certify and/or authenticate data retained by the 
archive component 402. According to an example, the secu 
rity component 410 can analyze Whether a user can access 
and/or use data based upon an identity determined from user 
names, passWords, personal identi?cation numbers, personal 
status, management positions, occupation hierarchy, biomet 
ric indicia (e.g., voice recognition, ?ngerprint analysis, retina 
analysis, . . . ), and the like. Additionally or alternatively, the 

security component 410 can limit access to other resources; 
for example, the security component 410 can mitigate an 
ability of a computation to use unbounded amounts of 
memory and/or CPU cycles (e.g., denial of service), or run 
any program (or parts thereof). 
The permission component 412 can enable a user to assign 

arbitrary access permissions to various users, groups of users 
and/or all users. For instance, the permission component 412 
can obtain explicit preferences (e.g., from the client device 
106, included With subscription data, . . . ) related to granting 
of permissions from a user, Which can be enforced. Addition 
ally or alternatively, the permissions can be implied and/or 
inferred by the permission component 412 based upon con 
siderations related to the user’s history, permissions set by 
disparate users, type of content, and so forth. 

Further, the aggregation component 414 assembles and/or 
analyzes collections of data. The aggregation component 414 
can seamless incorporate third party data into a particular 
user’ s data. Additionally, the aggregation component 414 can 
combine data from any number of users that employ the third 












