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METHOD AND SYSTEM FOR ADAPTIVE 
RULE-BASED CONTENT SCANNERS 

CROSS REFERENCES TO RELATED 
APPLICATIONS 

This application is a continuation-in-part of assignee’s 
application U.S. Ser. No. 09/539,667, ?led on Mar. 30, 2000, 
now US. Pat. No. 6,804,780, entitled “System and Method 
for Protecting a Computer and a Network from Hostile 
Downloadables,” which is a continuation of assignee’ s patent 
application U.S. Ser. No. 08/964,388, ?led on 6 Nov. 1997, 
now US. Pat. No. 6,092,194, also entitled “System and 
Method for Protecting a Computer and a Network from Hos 
tile Downloadables.” 

FIELD OF THE INVENTION 

The present invention relates to network security, and in 
particular to scanning of mobile content for exploits. 

BACKGROUND OF THE INVENTION 

Conventional anti-virus software scans a computer ?le sys 
tem by searching for byte patterns, referred to as signatures 
that are present within known viruses. If a virus signature is 
discovered within a ?le, the ?le is designated as infected. 

Content that enters a computer from the Internet poses 
additional security threats, as such content executes upon 
entry into a client computer, without being saved into the 
computer’s ?le system. Content such as JavaScript and 
VBScript is executed by an Internet browser, as soon as the 
content is received within a web page. 

Conventional network security software also scans such 
mobile content by searching for heuristic virus signatures. 
However, in order to be as protective as possible, virus sig 
natures for mobile content tend to be over-conservative, 
which results in signi?cant over-blocking of content. Over 
blocking refers to false positives; i.e., in addition to blocking 
of malicious content, prior art technologies also block a sig 
ni?cant amount of content that is not malicious. 

Another drawback with prior art network security software 
is that it is unable to recogniZe combined attacks, in which an 
exploit is split among different content streams. Yet another 
drawback is that prior art network security software is unable 
to scan content containers, such as URI within JavaScript. 

All of the above drawbacks with conventional network 
security software are due to an inability to diagnose mobile 
code. Diagnosis is a daunting task, since it entails understand 
ing incoming byte source code. The same malicious exploit 
can be encoded in an endless variety of ways, so it is not 
suf?cient to look for speci?c signatures. 

Nevertheless, in order to accurately block malicious code 
with minimal over-blocking, a thorough diagnosis is 
required. 

SUMMARY OF THE DESCRIPTION 

The present invention provides a method and system for 
scanning content that includes mobile code, to produce a 
diagnostic analysis of potential exploits within the content. 
The present invention is preferably used within a network 
gateway or proxy, to protect an intranet against viruses and 
other malicious mobile code. 

The content scanners of the present invention are referred 
to as adaptive rule-based (ARB) scanners. AnARB scanner is 
able to adapt itself dynamically to scan a speci?c type of 
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2 
content, such as inter alia JavaScript, VBScript, URI, URL 
and HTML. ARB scanners differ from prior art scanners that 
are hard-coded for one particular type of content. In distinc 
tion, ARB scanners are data-driven, and can be enabled to 
scan any speci?c type of content by providing appropriate 
rule ?les, without the need to modify source code. Rule ?les 
are text ?les that describe lexical characteristics of a particu 
lar language. Rule ?les for a language describe character 
encodings, sequences of characters that form lexical con 
structs of the language, referred to as tokens, patterns of 
tokens that form syntactical constructs of program code, 
referred to as parsing rules, and patterns of tokens that corre 
spond to potential exploits, referred to as analyZer rules. 
Rules ?les thus serve as adaptors, to adapt an ARB content 
scanner to a speci?c type of content. 
The present invention also utiliZes a novel description lan 

guage for e?iciently describing exploits. This description 
language enables an engineer to describe exploits as logical 
combinations of patterns of tokens. 

Thus it may be appreciated that the present invention is able 
to diagnose incoming content. As such, the present invention 
achieves very accurate blocking of content, with minimal 
over-blocking as compared with prior art scanning technolo 
gies. 

There is thus provided in accordance with a preferred 
embodiment of the present invention a method for scanning 
content, including identifying tokens within an incoming 
byte stream, the tokens being lexical constructs for a speci?c 
language, identifying patterns of tokens, generating a parse 
tree from the identi?ed patterns of tokens, and identifying the 
presence of potential exploits within the parse tree, wherein 
said identifying tokens, identifying patters of tokens, and 
identifying the presence of potential exploits are based upon 
a set of rules for the speci?c language. 

There is moreover provided in accordance with a preferred 
embodiment of the present invention a system for scanning 
content, including a tokeniZer for identifying tokens within an 
incoming byte stream, the tokens being lexical constructs for 
a speci?c language, a parser operatively coupled to the token 
iZer for identifying patterns of tokens, and generating a parse 
tree therefrom, and an analyZer operatively coupled to the 
parser for analyZing the parse tree and identifying the pres 
ence of potential exploits therewithin, wherein the tokeniZer, 
the parser and the analyZer use a set of rules for the speci?c 
language to identify tokens, patterns and potential exploits, 
respectively. 

There is further provided in accordance with a preferred 
embodiment of the present invention a computer-readable 
storage medium storing program code for causing a computer 
to perform the steps of identifying tokens within an incoming 
byte stream, the tokens being lexical constructs for a speci?c 
language, identifying patterns of tokens, generating a parse 
tree from the identi?ed patterns of tokens, and identifying the 
presence of potential exploits within the parse tree, wherein 
said identifying tokens, identifying patters of tokens, and 
identifying the presence of potential exploits are based upon 
a set of rules for the speci?c language. 

There is yet further provided in accordance with a preferred 
embodiment of the present invention a method for scanning 
content, including expressing an exploit in terms of patterns 
of tokens and rules, where tokens are lexical constructs of a 
speci?c programming language, and rules are sequences of 
tokens that form programmatical constructs, and parsing an 
incoming byte source to determine if an exploit is present 
therewithin, based on said expressing. 

There is additionally provided in accordance with a pre 
ferred embodiment of the present invention a system for 
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scanning content, including a parser for parsing an incoming 
byte source to determine if an exploit is present thereWithin, 
based on a formal description of the exploit expressed in 
terms of patterns of tokens and rules, Where tokens are lexical 
constructs of a speci?c programming language, and rules are 
sequences of tokens that form programmatical constructs. 

There is moreover provided in accordance With a preferred 
embodiment of the present invention a computer-readable 
storage medium storing program code for causing a computer 
to perform the steps of expressing an exploit in terms of 
patterns of tokens and rules, Where tokens are lexical con 
structs of a speci?c programming language, and rules are 
sequences of tokens that form programmatical constructs, 
and parsing an incoming byte source to determine if an 
exploit is present thereWithin, based on said expressing. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention Will be more fully understood and 
appreciated from the folloWing detailed description, taken in 
conjunction With the draWings in Which: 

FIG. 1 is a simpli?ed block diagram of an overall gateWay 
security system that uses an adaptive rule-based (ARB) con 
tent scanner, in accordance With a preferred embodiment of 
the present invention; 

FIG. 2 is a simpli?ed block diagram of an adaptive rule 
based content scanner system, in accordance With a preferred 
embodiment of the present invention; 

FIG. 3 is an illustration of a simple ?nite state machine for 
detecting tokens “a” and “ab”, used in accordance With a 
preferred embodiment of the present invention; 

FIG. 4 is an illustration of a simple ?nite state machine for 
a pattern, used in accordance With a preferred embodiment of 
the present invention; 

FIG. 5 is a simpli?ed ?owchart of operation of a parser for 
a speci?c content language Within anARB content scanner, in 
accordance With a preferred embodiment of the present 
invention; 

FIG. 6 is a simpli?ed block diagram of a system for seri 
aliZing binary instances of ARB content scanners, transmit 
ting them to a client site, and regenerating them back into 
binary instances at the client site, in accordance With a pre 
ferred embodiment of the present invention; and 

FIG. 7 illustrates a representative hierarchy of objects cre 
ated by a builder module, in accordance With a preferred 
embodiment of the present invention. 

LIST OF APPENDICES 

Appendix A is a source listing of an ARB rule ?le for the 
JavaScript language, in accordance With a preferred embodi 
ment of the present invention. 

DETAILED DESCRIPTION 

The present invention concerns scanning of content that 
contains mobile code, to protect an enterprise against viruses 
and other malicious code. 

Reference is noW made to FIG. 1, Which is a simpli?ed 
block diagram of an overall gateWay security system that uses 
an adaptive rule-based (ARB) content scanner, in accordance 
With a preferred embodiment of the present invention. ShoWn 
in FIG. 1 is a netWork gateWay 110 that acts as a conduit for 
content from the Internet entering into a corporate intranet, 
and for content from the corporate intranet exiting to the 
Internet. One of the functions of netWork gateWay 110 is to 
protect client computers 120 Within the corporate intranet 
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4 
from malicious mobile code originating from the Internet. 
Mobile code is program code that executes on a client com 

puter. Mobile code can take many diverse forms, including 
inter alia JavaScript, Visual Basic script, HTML pages, as 
Well as a Uniform Resource Identi?er (U RI). 

Mobile code can be detrimental to a client computer. 
Mobile code can access a client computer’s operating system 
and ?le system, can open sockets for transmitting data to and 
from a client computer, and can tie up a client computer’s 
processing and memory resources. Such malicious mobile 
code cannot be detected using conventional anti-virus scan 
ners, Which scan a computer’s ?le system, since mobile code 
is able to execute as soon as it enters a client computer from 

the Internet, before being saved to a ?le. 
Many examples of malicious mobile code are knoWn today. 

Portions of code that are malicious are referred to as exploits. 
For example, one such exploit uses JavaScript to create a 
WindoW that ?lls an entire screen. The user is then unable to 
access any WindoWs lying underneath the ?ller WindoW. The 
folloWing sample code shoWs such an exploit. 

<!DOCTYPE HTML PUBLIC “-//W3C//DTD HTML 4.0 Transitional// 
EN”> 
<HTML> 
<HEAD> 
<TITLE>BID-3469</TITLE> 
<SCRIPT> 

op=WindoW.createPopup( ); 
s=‘<body>foobar</body>’; 
op.document.body.innerHTML=s; 
function oppop( ) 

if (! op.isOpen) 
{ 
W = screenwidth; 

h = Screenheight; 

op.shoW(0,0,W,h,document.body); 

function doit ( ) 

</SCRIPT> 
</HEAD> 
<BODY> 

<FORM method=POST action=“”> 
<INPUT type=“button” naIne=“btnDoIt” value=“Do It” onclick=“doit( )”> 
</FORM> 

</HTML> 

Thus it may be appreciated that the security function of net 
Work gateWay 110 is critical to a corporate intranet. 

In accordance With a preferred embodiment of the present 
invention, netWork gateWay 110 includes a content scanner 
130, Whose purpose is to scan mobile code and identify poten 
tial exploits. Content scanner 130 receives as input content 
containing mobile code in the form of byte source, and gen 
erates a security pro?le for the content. The security pro?le 
indicates Whether or not potential exploits have been discov 
ered Within the content, and, if so, provides a diagnostic list of 
one or more potential exploits and their respective locations 
Within the content. 

Preferably, the corporate intranet uses a security policy to 
decide Whether or not to block incoming content based on the 
content’ s security pro?le. For example, a security policy may 
block content that may be severely malicious, say, content 
that accesses an operating system or a ?le system, and may 
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permit content that is less malicious, such as content that can 
consume a user’s computer screen as in the example above. 
The diagnostics Within a content security pro?le are com 
pared With the intranet security policy, and a decision is made 
to alloW or block the content. When content is blocked, one or 

more alternative actions can be taken, such as replacing sus 
picious portions of the content With innocuous code and 
allowing the modi?ed content, and sending a noti?cation to 
an intranet administrator. 

Scanned content and their corresponding security pro?les 
are preferably stored Within a content cache 140. Preferably, 
netWork gateWay 110 checks if incoming content is already 
resident in cache 140, and, if so, bypasses content scanner 
130. Use of cache 140 saves content scanner 130 the task of 
re-scanning the same content. 

Alternatively, a hash value of scanned content, such as an 
MD5 hash value, canbe cached instead of caching the content 
itself. When content arrives at scanner 130, preferably its hash 
value is computed and checked against cached hash values. If 
a match is found With a cached hash value, then the content 
does not have to be re-scanned and its security pro?le can be 
obtained directly from cache. 

Consider, for example, a complicated JavaScript ?le that is 
scanned and determined to contain a knoWn exploit there 
Within. An MD5 hash value of the entire JavaScript ?le can be 
stored in cache, together With a security pro?le indicating that 
the JavaScript ?le contains the knoWn exploit. If the same 
JavaScript ?le arrives again, its hash value is computed and 
found to already reside in cache. Thus, it can immediately be 
determined that the JavaScript ?le contains the knoWn 
exploit, Without re-scanning the ?le. 

It may be appreciated by those skilled in the art that cache 
140 may reside at netWork gateWay 110. HoWever, it is often 
advantageous to place cache 140 as close as possible to the 
corporate intranet, in order to transmit content to the intranet 
as quickly as possible. HoWever, in order for the security 
pro?les Within cache 140 to be up to date, it is important that 
netWork gateWay 110 notify cache 140 Whenever content 
scanner 130 is updated. Updates to content scanner 130 can 
occur inter alia When content scanner 130 is expanded (i) to 
cover additional content languages; (ii) to cover additional 
exploits; or (iii) to correct for bugs. 

Preferably, When cache 140 is noti?ed that content scanner 
130 has been updated, cache 140 clears its cache, so that 
content that Was in cache 140 is re-scanned upon arrival at 
netWork gateWay 110. 

Also, shoWn in FIG. 1 is a pre-scanner 150 that uses con 
ventional signature technology to scan content. As mentioned 
hereinabove, pre-scanner 150 can quickly determine if con 
tent is innocuous, but over-blocks on the safe side. Thus 
pre-scanner 150 is useful for recognizing content that poses 
no security threat. Preferably, pre-scanner 150 is a simple 
signature matching scanner, and processes incoming content 
at a rate of approximately 100 mega-bits per second. ARB 
scanner 130 performs much more intensive processing than 
pre-scanner 150, and processes incoming content at a rate of 
approximately 1 mega-bit per second. 

In order to accelerate the scanning process, pre-scanner 
150 acts as a ?rst-pass ?lter, to ?lter content that can be 
quickly recogniZed as innocuous. Content that is screened by 
pre-scanner 150 as being potentially malicious is passed 
along to ARB scanner 130 for further diagnosis. Content that 
is screened by pre-scanner 150 as being innocuous bypasses 
ARB scanner 130. It is expected that pre-scanner 150 ?lters 
90% of incoming content, and that only 10% of the content 
requires extensive scanning by ARB scanner 130. As such, 
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6 
the combined effect of ARB scanner 130 and pre-scanner 150 
provides an average scanning throughout of approximately 9 
mega-bits per second. 
Use of security pro?les, security policies and caching is 

described in applicant’s US. Pat. No. 6,092,194 entitled 
SYSTEM AND METHOD FOR PROTECTING A COM 
PUTER AND A NETWORK FROM HOSTILE DOWN 
LOADABLES, in applicant’s US. Pat. No. 6,804,780 
entitled SYSTEM AND METHOD FOR PROTECTING A 
COMPUTER AND A NETWORK FROM HOSTILE 
DOWNLOADABLES, and in applicant’s US. Pat. No. 
7,418,731 entitled METHOD AND SYSTEM FOR CACH 
ING AT SECURE GATEWAYS. 

Reference is noW made to FIG. 2, Which is a simpli?ed 
block diagram of an adaptive rule-based content scanner sys 
tem 200, in accordance With a preferred embodiment of the 
present invention. An ARB scanner system is preferably 
designed as a generic architecture that is language-indepen 
dent, and is customiZed for a speci?c language through use of 
a set of language-speci?c rules. Thus, a scanner system is 
customiZed for JavaScript by means of a set of JavaScript 
rules, and is customiZed for HTML by means of a set of 
HTML rules. In this Way, each set of rules acts as an adaptor, 
to adapt the scanner system to a speci?c language. A sample 
rule ?le for JavaScript is provided in Appendix A, and is 
described hereinbeloW. 

Moreover, in accordance With a preferred embodiment of 
the present invention, security violations, referred to as 
exploits, are described using a generic syntax, Which is also 
language-independent. It is noted that the same generic syn 
tax used to describe exploits is also used to describe lan 
guages. Thus, referring to Appendix A, the same syntax is 
used to describe the JavaScript parser rules and the analyZer 
exploit rules. 

It may thus be appreciated that the present invention pro 
vides a ?exible content scanning method and system, Which 
can be adapted to any language syntax by means of a set of 
rules that serve to train the content scanner hoW to interpret 
the language. Such a scanning system is referred to herein as 
an adaptive rule-based (ARB) scanner. Advantages of an 
ARB scanner, include inter alia: 

the ability to re-use softWare code for many different lan 
guages; 

the ability to re-use softWare code for binary content and 

the ability to focus optimiZation efforts in one project, 
rather than across multiple projects; and 

the ability to describe exploits using a generic syntax, 
Which can be interpreted by any ARB scanner. 

The system of FIG. 2 includes three main components: a 
tokeniZer 210, a parser 220 and an analyZer 230. The function 
of tokeniZer 210 is to recogniZe and identify constructs, 
referred to as tokens, Within a byte source, such as JavaScript 
source code. A token is generally a sequence of characters 
delimited on both sides by a punctuation character, such as a 
White space. Tokens includes inter alia language keyWords, 
values, names for variables or functions, operators, and punc 
tuation characters, many of Which are of interest to parser 220 
and analyZer 230. 

Preferably, tokeniZer 210 reads bytes sequentially from a 
content source, and builds up the bytes until it identi?es a 
complete token. For each complete token identi?ed, tokeniZer 
210 preferably provides both a token ID and the token 
sequence. 

In a preferred embodiment of the present invention, the 
tokeniZer is implemented as a ?nite state machine (FSM) that 
takes input in the form of character codes. Tokens for the 
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language are encoded in the FSM as a sequence of transitions 
for appropriate character codes, as described hereinbeloW 
With reference to FIG. 3. When a sequence of transitions 
forms a complete lexical token, a punctuation character, 
Which normally indicates the end of a token, is expected. 
Upon receiving a punctuation character, the token is com 
plete, and the tokenizer provides an appropriate ID. If a punc 
tuation character is not received, the sequence is considered to 
be part of a longer sequence, and no ID is provided at this 
point. 

Reference is noW made to FIG. 3, Which is an illustration of 
a simple ?nite state machine for detecting tokens “a” and 
“ab”, used in accordance With a preferred embodiment of the 
present invention. ShoWn in FIG. 3 are ?ve states, 1-5, With 
labeled and directed transitions therebetWeen. As tokenizer 
reads successive characters, a transition is made from a cur 
rent state to a next state accordingly. State 1 is an entry state, 
Where tokenizer 210 begins. State 4 is a generic state for 
punctuation. Speci?cally, Whenever a punctuation character 
is encountered, a transition is made from the current state to 
state 4. The “a” token is identi?ed Whenever a transition is 
made from state 3 to state 4. Similarly, the “ab” token is 
identi?ed Whenever a transition is made from state 5 to state 
4. A generic token, other than “a” and “ab” is identi?ed 
Whenever a transition is made from state 2 to state 4. A 
punctuation token is identi?ed Whenever a transition is made 
out of state 4. 

Referring back to FIG. 2, tokenizer 210 preferably includes 
a normalizer 240 and a decoder 250. In accordance With a 
preferred embodiment of the present invention, normalizer 
240 translates a raW input stream into a reduced set of char 
acter codes. Normalized output thus becomes the input for 
tokenizer 210. Examples of normalization rules includes, 
inter alia 

skipping character ranges that are irrelevant; 
assigning special values to character codes that are irrel 

evant for the language structure but important for the 
content scanner; 

translating, such as to loWercase if the language is case 
insensitive, in order to reduce input for tokenizer 210; 

merging several character codes, such as White spaces and 
line ends, into one; and 

translating sequences of raW bytes, such as trailing spaces, 
into a single character code. 

Preferably, normalizer 240 also handles Unicode encodings, 
such as UTF-8 and UTE-l6. 

In accordance With a preferred embodiment of the present 
invention, normalizer 240 is also implemented as a ?nite-state 
machine. Each successive input is either translated immedi 
ately according to normalization rules, or handled as part of a 
longer sequence. If the sequence ends unexpectedly, the bytes 
are preferably normalized as individual bytes, and not as part 
of the sequence. 

Preferably, normalizer 240 operates in conjunction With 
decoder 250. Preferably, decoder 250 decodes character 
sequences in accordance With one or more character encoding 
schemes, including inter alia (i) SGML entity sets, including 
named sets and numerical sets; (ii) URL escape encoding 
scheme; (iii) ECMA script escape sequences, including 
named sets, octal, hexadecimal and Unicode sets; and (iv) 
character-encoding sWitches. 

Preferably, decoder 250 takes normalized input from nor 
malizer 240. In accordance With a preferred embodiment of 
the present invention, decoder 250 is implemented as a ?nite 
state machine. The FSM for decoder 250 terminates When it 
reaches a state that produces a decoded character. If decoder 
250 fails to decode a sequence, then each character is pro 
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8 
cessed by tokenizer 210 individually, and not as part of the 
sequence. Preferably, a plurality of decoders 250 can be pipe 
lined to enable decoding of text that is encoded by one escape 
scheme over another, such as text encoded With a URL 
scheme and then encoded With ECMA script scheme inside of 
JavaScript strings. 

Tokenizer 21 0 and normalizer 240 are generic modules that 
can be adapted to process any content language, by providing 
a description of the content language Within a rule ?le. Pref 
erably, the rule ?le describes text characters used Within the 
content language, and the composition of constructs of the 
content language, referred to as tokens. Tokens may include 
inter alia, an IDENT token for the name of a variable or 
function, various punctuation tokens, and tokens for key 
Words such as NEW, DELETE, FOR and IF. A sample rule ?le 
for JavaScript is provided in Appendix A, and is described 
hereinbeloW. 

In accordance With a preferred embodiment of the present 
invention, parser 220 controls the process of scanning incom 
ing content. Preferably, parser 220 invokes tokenizer 210, 
giving it a callback function to call When a token is ready. 
Tokenizer 210 uses the callback function to pass parser 220 
the tokens it needs to parse the incoming content. Preferably, 
parser 220 uses a parse tree data structure to represent 
scanned content. A parse tree contains a node for each token 
identi?ed While parsing, and uses parsing rules to identify 
groups of tokens as a single pattern. Examples of parsing 
rules appear in Appendix A, and are described hereinbeloW. 

Preferably, the parse tree generated by parser 220 is 
dynamically built using a shift-and-reduce algorithm. Suc 
cessive tokens provided to parser 220 by tokenizer 210 are 
positioned as siblings. When parser 220 discovers that a pars 
ing rule identi?es a group of siblings as a single pattern, the 
siblings are reduced to a single parent node by positioning a 
neW parent node, Which represents the pattern, in their place, 
and moving them doWn one generation under the neW parent 
note. 

Preferably, Within the parse tree, each node contains data 
indicating inter alia an ID number, the token or rule that the 
node represents, a character string name as a value for the 
node, and a numerical list of attributes. For example, if the 
node represents an IDENT token for the name of a variable, 
then the value of the node is the variable name; and if the node 
represents a rule regarding a pattern for a function signature, 
then the value of the node is the function name. 

In addition, Whenever a parsing rule is used to recognize a 
pattern, information about the pattern may be stored Within an 
internal symbol table, for later use. 

In a preferred embodiment of the present invention, parsing 
rules are implemented as ?nite-state machines. These FSMs 
preferably return an indicator for (i) an exact match, (ii) an 
indicator to continue With another sibling node, or (iii) an 
indicator of a mis-match that serves as an exit. 

More generally, parsing rules may be implemented using a 
hybrid mix of matching algorithms. Thus, it may use a deter 
ministic ?nite automaton (DFA) for quick identi?cation of 
rule candidates, and a non-deterministic ?nite automaton 
(N FA) engine for exact evaluation of the candidate rules. 

In addition to a pattern, a parser rule optionally includes 
one or more actions to be performed if an exact pattern match 
is discovered. Actions that can be performed include inter alia 
creating a neW node in the parse tree, as described herein 
above With respect to the shift and reduce algorithm; setting 
internal variables; invoking a sub-scanner 270, as described 
hereinbeloW; and searching the parse tree for nodes satisfying 
speci?c conditions. By default, When the pattern Within a 
parser rule is matched, parser 220 automatically performs a 
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reduce operation by creating a new node and moving token 
nodes underneath the neW node. A rule may be assigned a 
NoCreate attribute, in Which case the default is changed to not 
performing the reduction operation upon a match, unless an 
explicit addnode command is speci?ed in an action for the 
rule. 

Sub-scanner 270 is another ARB scanner, similar to scan 
ner 200 illustrated in FIG. 2 but for a different type of content. 
Preferably, sub-scanner 270 is used to scan a sub-section of 
input being processed by scanner 200. Thus, if an HTML 
scanner encounters a script element that contains JavaScript 
code, then there Will be a rule in the HTML scanner Whose 
action includes invoking a JavaScript scanner. In turn, the 
JavaScript scanner may invoke a URI scanner. Use of sub 
scanner 270 is particularly e?icient for scanning content of 
one type that contains content of another type embedded 
therein. 

Preferably, immediately after parser 220 performs a reduce 
operation, it calls analyZer 23 0 to check for exploits. AnalyZer 
230 searches for speci?c patterns of content that indicate an 
exploit. 

Preferably, parser 220 passes to analyZer 230 a neWly 
created parsing node. AnalyZer 230 uses a set of analyZer 
rules to perform its analysis. An analyZer rule speci?es a 
generic syntax pattern in the node’s children that indicates a 
potential exploit. An analyZer rule optionally also includes 
one or more actions to be performed When the pattern of the 
rule is matched. In addition, an analyZer rule optionally 
includes a description of nodes for Which the analyZer rule 
should be examined. Such a description enables analyZer 230 
to skip nodes that are not to be analyZed. Preferably, rules are 
provided to analyZer 230 for each knoWn exploit. Examples 
of analyZer rules appear in Appendix A, and are described 
hereinbeloW. 

Preferably, the nodes of the parse tree also include data for 
analyZer rules that are matched. Speci?cally, if analyZer 230 
discovers that one or more analyZer rules are matched at a 

speci?c parsing tree node, then the matched rules are added to 
a list of matched rules stored Within the node. 
An advantage of the present invention is that both parser 

220 and analyZer 230 use a common ARB regular expression 
syntax. As such, a common pattern matching engine 260 
performs pattern matching for both parser 220 and analyZer 
230. In accordance With a preferred embodiment of the 
present invention, pattern matching engine 260 accepts as 
input (i) a list of ARB regular expression elements describing 
a pattern of interest; and (ii) a list of nodes from the parse tree 
to be matched against the pattern of interest. Preferably, pat 
tern matching engine 260 returns as output (i) a Boolean ?ag 
indicating Whether or not a pattern is matched; and (ii) if the 
pattern is matched, positional variables that match grouped 
portions of the pattern. For example, if a pattern “(IDENT) 
EQUALS NUMBER” is matched, then $1 is preferably set to 
a reference to the nodes involved in the IDENT token. That is, 
if a matched pattern is “(l 2 3) 4 5”, then $1 refers to the nodes 
1, 2 and 3 as a single group. 

Preferably, the ARB regular expression that is input to 
pattern matching engine 260 is pre-processed in the form of a 
state machine for the pattern. Reference is noW made to FIG. 
4, Which is an illustration of a simple ?nite state machine, 
used in accordance With a preferred embodiment of the 
present invention, for a pattern, 

(IDENT<val::“foo” & match(*) :Rule 1 >| List 
<val::“bar”>) EQUALS NUMBER Speci?cally, the 
pattern of interest speci?es either an IDENT token With 
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10 
value “foo” and that matches Rulel, or a List With value 
“bar”, folloWed by an EQUALS token and a NUMBER 
token. 

Reference is noW made to Appendix A, Which is a source 
listing of an ARB rule ?le for the JavaScript language, in 
accordance With a preferred embodiment of the present 
invention. The listing in Appendix A is divided into six main 
sections, as folloWs: (i) vchars, (ii) tokens, (iii) token_pairs, 
(iv) attribs, (v) parser_rules and (vi) analyZer_rules. 
The vchars section includes entries for virtual characters. 

Each such entry preferably conforms to the syntax 

vchar vchar-name [action=string] (charlhex-num) 

vchar—pattern* 

For example, the entry 

vchar nl OxOd 

converts a sequence of one or more CRs (carriage-retums) 

and a sequence of one or more LFs (line-feeds) to a neWline 
meta-character. 
The vchars section also includes entries for aliases, Which 

are names for special virtual characters. Each such entry 
preferably conforms to the syntax 

vcharialias vchar-name 

hex-nurn 

For example, the entry 

Vcharialias underscore 

identi?es the hexadecimal number 0x5F With the name 
“underscore”. 
The tokens section includes entries for language tokens for 

a scanner language; namely, JavaScript forAppendixA. Each 
such entry preferably conforms to the syntax 

token—entry* (cdata); 

For example, the entry 

LBRACE “[1lefticurlyibracket?” punct; 
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de?nes identi?es a punctuation token, LBRACE, as a 
“left_curly_bracket”, Which is an alias for 0x7B as de?ned in 
the previous vchars section. Note that aliases are preferably 
surrounded by exclamation points. 

A CDATA token, for identifying strings or commented 
text, preferably conforms to the syntax 

5 

12 

Preferably, ID-expr is one of the following: 

ID 

.. ” a ” a _ a - _ ”_ ID <val==val> 

start end [ escape pattern] skip pattern , ID <id==ml6-ID> 

ID <match(n) : rule-ID> 
ID <match(*) : rule-ID> 

For example, the entry 1D <m?tch (Hm) I “116-11) 

15 _ 

The modi?ers ‘*’, ‘+’, ‘7’, ‘{m}’ and ‘{m,n}’ are used con 
DOUBLELQUOTE DOUBLELQUOTE “[lbackslashl][ldoublefquote]? Vemlonany as follows: 

. . . . . . . 0%’ 

identi?es a string as beginning and ending With a DOUBLE- ‘Jr, 2100‘? 
QUOTE token, as previously de?ned, With an escape pattern .7, mm or one Occumnc? 
that has a “backslash” folloWed by Zero or one ‘{m}’ exactly m occurrences 
“double_quote”, and a skip pattern that has one or more {mm}, b?tw?enmandnoccumnces> mcluslve 

characters other than “backslash” and “double_quote”. 25 

The token pairs section de?nes tokens that can validly For example’ the Pattern in the rule for Funcsig 
appear in juxtaposition, and tokens that cannot validly appear 
in juxtaposition, in conformance With the language rules. 
Generally, When the tokeniZer encounters an invalid juxtapo- 30 (FUNCTION) (IDENT?) (List) 
sition, it inserts a virtual semi-colon. An entry for a token-pair 
referabl conforms to the s ntax . . 

P y y describes a keyWord “function”, followed by Zero or one 
IDENT token, and folloWed by a “List”. In turn, the pattern in 
the rule for List 

{valid I invalid} [(] token-ID l token-ID]* D] 35 
[(] token-ID l token-ID]* [)]; 

(LPAREN) ((Expr) (COMMA Expr)*)? (RPAREN) 
For example, the entry 

40 describes a LPAREN token and a RPAREN token surround 
ing a list of Zero or more Expr’s separated by COMMA 

invalid IF (ELSE ‘ FOR ‘WHILE ‘ DOT); tokens. In turn, the pattern in the rule for Expr 

indicates that an IF token cannot validly be folloWed by an 45 ([E D l. T k E M l. T k E M l. R l P 
. xpr 61m 0 611$ xpr 61m 0 611$ xpr 61TH 116$ . 

ELSE’ FOR’ WHILE Or DOT token' Thus’ If an IF token ([A ExprDelimTokens ExprLdelimTokens ExprLdelimRules 
folloWed by an ELSE, FOR, WHILE, or DOT token is ExprExcludeRules 
encountered in the input, tokeniZer 210 Will insert a virtual EXPIRdeliIHTOkwSH) [EXPrDdiIHTOkwS EXprRd?limTok?nsl) l 
delimiter character betWeen them. ([EXprStmntRulesD; 

. . . 50 

The parser-rules section has entries de?ning rules for the d _b 1 d ?n_ _ f h 1_? 
parser. Such entries preferably conform to the syntax _escn_ es a genera, e? men 0 W at qua 1 es as an expres' 

sion, involving delimiter tokens and other rules. 
An action prescribes an action to perform When a pattern is 

matched. For example, the action in the rule for FuncSig 
rule rule-name [nonode] [noanalyze] [nomatch] 55 
{ 

[patterns 
{ this.val=$(2).val; 
H ID-Pmm? @(“FUNCNAME”).val=$(2).val; 

[actions 60 
{ I *_ assigns a value to FuncSig, Which is the value of the second 
H action ’ parameter in the pattern for FuncSi g; namely, the value of the 

} IDENT token. In addition, the action assigns this same value 
to an entry in a symbol table called “FUNCNAME”, as 

65 described hereinbeloW. It may thus be appreciated that certain 
A pattern is a regular expression of IDs, preferably con 

forming to the syntax 
rules have values associated thereWith, Which are assigned by 
the parser as it processes the tokens. 
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The symbol table mentioned hereinabove is an internal 
table, for rules to store and access variables. 

The analyZer-rules section has entries de?ning rules for the 
parser. Such entries preferably conform to the syntax 

rule rule-name [nonode] [noanalyze] [nomatch] 
{ 

[nodes 
{ 

ID-p attern; 
} 

Patterns and actions for analyzer rules are similar to patterns 
and actions for parser rules. For example, the pattern 

(IDENT) ASSIGNMENT IDENT <val==“screen”> DOT 
IDENT <val==“width”>; 

within the rule for ScrWidAssign describes a ?ve-token pat 
tern; namely, (i) an IDENT token, followed by (ii) an 
ASSIGNMENT token, followed by (iii) an IDENT token that 
has a value equal to “screen”, followed by (iv) a DOT token, 
and followed by (V) an IDENT token that has a value equal to 
“widt ”. Such a pattern indicates use of a member reference 
“screen.width” within an assignment statement, and corre 
sponds to the example exploit listed above in the discussion of 
FIG. 1. 

The action 

@($(1 ).val).attr += ATTRiSCRWID; 

within the ScrWidAssign rule assigns the attribute 
ATTR_SCRWID to the symbol table entry whose name is the 
value of the IDENT token on the left side of the pattern. 

Similarly, the pattern 

(IDENT) ASSIGNMENT IDENT <@(val).attr?=ATTRiWINDOW> 
DOT FuncCall <val==“createPopup”> $; 

in the rule for CreatePopupl corresponds to the command 

op=window.createPopup( ); 

in the example exploit above. It may thus be appreciated that 
exploits are often described in terms of composite pattern 
matches, involving logical combinations of more than one 
pattern. 
Node patterns within analyZer rules preferably specify 

nodes for which an analyZer rule should be evaluated. Node 
patterns serve to eliminate unnecessary analyses. 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

14 
Referring back to FIG. 2, when parser 220 ?nds a pattern 

match for a speci?c parser rule, it preferably creates a node in 
the parse tree, and places the matching nodes underneath the 
newly created node. Preferably, parser 220 assigns the name 
of the speci?c rule to the name of the new node. However, if 
the rule has a “nonode” attribute, then such new node is not 
created. 

After performing the actions associated with the speci?c 
rule, parser 220 preferably calls analyZer 230, and passes it 
the newly-created parser node of the parse tree. However, if 
the rule has a “noanalyZer” attribute, then analyZer 230 is not 
called. 
When analyZer 230 ?nds a pattern match for a speci?c 

analyZer rule, it preferably adds the matched rule to the parse 
tree. However, if the rule has a “nomatch” attribute, then the 
matched rule is not added to the parser tree. 

Reference is now made to FIG. 5, which is a simpli?ed 
?owchart of operation of a parser for a speci?c content lan 
guage, such as parser 220 (FIG. 2), within an ARB content 
scanner, such as content scanner 130 (FIG. 1), in accordance 
with a preferred embodiment of the present invention. Prior to 
beginning the ?owchart in FIG. 5, it is assumed that the parser 
has initialiZed a parse tree with a root node. At step 500, the 
parser calls a tokeniZer, such as tokeniZer 210, to retrieve a 
next token from an incoming byte stream. At step 510 the 
parser adds the token retrieved by the tokeniZer as a new node 
to a parse tree. Preferably, new nodes are added as siblings 
until a match with a parser rule is discovered. 
Nodes within the parse tree are preferably named; i.e., they 

have an associated value that corresponds to a name for the 
node. Preferably, new nodes added as siblings are named 
according to the name of the token they represent. 
At step 520 the parser checks whether or not a pattern is 

matched, based on parser rules within a rule ?le for the 
speci?c content language. If not, then control returns to step 
500, for processing the next token. If a match with a parser 
rule is discovered at step 520, then at step 530 the parser 
checks whether or not the matched parser rule has a “nonode” 
attribute. If so, then control returns to step 500. If the matched 
parser rule does not have a “nonode” attribute, then at step 540 
the parser performs the matched parser rule’s action. Such 
action can include inter alia creation of a new node, naming 
the new node according to the matched parser rule, and plac 
ing the matching nodes underneath the new node, as indicated 
at step 540. Thus it may be appreciated that nodes within the 
parse tree have names that correspond either to names of 
tokens, or names of parser rules. 

At step 550 the parser checks whether or not the matched 
parser rule has a “noanalyZe” attribute. If so, then control 
returns to step 520. If the matched parser rule does not have a 
“noanalyZe” attribute, then at step 560 the parser calls an 
analyZer, such as analyZer 230, to determine if a potential 
exploit is present within the current parse tree. It may thus be 
appreciated that the analyZer is called repeatedly, while the 
parse tree is being dynamically built up. 

After checking the analyZer rules, the analyZer returns its 
diagnostics to the parser. At step 570 the parser checks 
whether or not the analyZer found a match for an analyZer 
rule. If not, then control returns to step 500. If the analyZer did 
?nd a match, then at step 580 the parser performs the matched 
analyZer rule’s action. Such action can include inter alia 
recording the analyZer rule as data associated with the current 
node in the parse tree; namely, the parent node that was 
created at step 540, as indicated at step 580. 

In accordance with a preferred embodiment of the present 
invention, binary class instances of ARB scanners are pack 
aged serially, for transmission to and installation at a client 
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site. Reference is noW made to FIG. 6, Which is a simpli?ed 
block diagram of a system for serialiZing binary instances of 
ARB content scanners, transmitting them to a client site, and 
regenerating them back into binary instances at the client site. 
The Work?oW in FIG. 6 begins With a set of rule ?les for one 
or more content languages. Preferably, the rule ?les are gen 
erated by one or more people Who are familiar With the 
content languages. 
A rule-to-XML convertor 610 converts rule ?les fromARB 

syntax into XML documents, for internal use. Thereafter a 
builder module 620 is invoked. Preferably, builder module 
620 generates a serialiZed rule data ?le, referred to herein as 
an archive ?le. 

In turn, ARB scanner factory module 630 is responsible for 
producing an ARB scanner on demand. Preferably, an ARB 
scanner factory module has a public interface as folloWs: 

class arbScannerFactory 
{ 

INT32 createScanner(const std::string& mimeType, 
arbScanner** scanner); 
INT32 retireScanner(arbScanner *scanner, INT32& 
factoryStillActive); 
Bool hasScannerType(const std::string& mirneType); 

} 

ARB scanner factory module 630 is also responsible for 
pooling ARB scanners for later re-use. 
ARB scanner factory module 630 instantiates a scanner 

repository 640. Repository 640 produces a single instance of 
eachARB scanner de?ned in the archive ?le. Preferably, each 
instance of an ARB scanner is able to initialiZe itself and 
populate itself With the requisite data. 

Reference is noW made to FIG. 7, Which illustrates a rep 
resentative hierarchy of objects created by builder module 
620, in accordance With a preferred embodiment of the 
present invention. ShoWn in FIG. 7 are three types of content 
scanners: a scanner for HTML content, a scanner for JavaS 

cript content, and a scanner for URI content. An advantage of 
the present invention is the ability to generate such a multi 
tude of content scanners Within a uni?ed framework. 

After ARB scanner factory module 630 is produced, 
builder module 620 calls a serialiZe( ) function. As such, the 
serialiZe( ) function called by builder module 620 causes all 
relevant classes to serialize themselves to the archive ?le 
recursively. Thereafter the archive ?le is sent to a client site. 

After receiving the archive ?le, the client deserialiZes the 
archive ?le, and creates a global singleton object encapsulat 
ing an ARB scanner factory instance 650. The singleton is 
initialiZed by passing it a path to the archive ?le. 
When the client doWnloads content from the Internet it 

preferably creates a pool of thread objects. Each thread object 
stores its ARB scanner factory instance 650 as member data. 
Whenever a thread object has content to parse, it requests an 
appropriate ARB scanner 660 from its ARB scanner factory 
object 650. Then, using the ARB scanner interface, the thread 
passes content and calls the requisite API functions to scan 
and process the content. Preferably, When the thread ?nishes 
scanning the content, it returns the ARB scanner instance 660 
to its ARB scanner factory 650, to enable pooling the ARB 
scanner for later re-use. 

It may be appreciated by those skilled in the art that use of 
archive ?les and scanner factories enables auto-updates of 
scanners Whenever neW versions of parser and analyZer rules 
are generated. 
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16 
In reading the above description, persons skilled in the art 

Will realiZe that there are many apparent variations that can be 
applied to the methods and systems described. Thus, although 
FIG. 5 describes a method in Which a complete diagnostic of 
all match analyZer rules is produced, in an alternative embodi 
ment the method may stop as soon as a ?rst analyZer rule is 
matched. The parser Would produce an incomplete diagnos 
tic, but enough of a diagnostic to determine that the scanned 
content contains a potential exploit. 

In addition to script and text ?les, the present invention is 
also applicable to parse and analyZe binary content and EXE 
?les. Tokens can be de?ned for binary content. Unlike tokens 
for text ?les that are generally delimited by punctuation char 
acters, tokens for binary content generally have different 
characteristics. 

In the foregoing speci?cation, the invention has been 
described With reference to speci?c exemplary embodiments 
thereof. It Will, hoWever, be evident that various modi?ca 
tions and changes may be made to the speci?c exemplary 
embodiments Without departing from the broader spirit and 
scope of the invention as set forth in the appended claims. 
Accordingly, the speci?cation and draWings are to be 
regarded in an illustrative rather than a restrictive sense. 

APPENDIX A 

vchars 

vchar ignore 0x00 “ignore” 

[0x00-0xFF]+; 

} 
vchar nl OxOd 

vchar alphanum ‘7’ “raw” 

vcharialias underscore 

vcharialias equals 

vcharialias hash 

0x2 3 ; 

vcharialias at 
{ 

0x40; 
} 

} 
tokens 

TOKENIZERiDEFAULT “.+”; 
WS “[!Ws!]” punct not-a-token; 

IDENT “[A-Za-Z[!underscore!][!dollarsign!]] 
[A-Za-ZO-9[lunderscore!] [!dollarsign!]]*”; 
LBRACE “ [! lefticurlyibracket! ] ” punct; 
RBRACE “ [ ! righticurlyibracket! ]” punct; 
LPAREN “ [! leftiparenthesis! ]” punct; 
RPAREN “ [ ! rightip arenthesis! ]” punct; 
LBRACKET “[1le?isquareibracket?” punct; 
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APPENDIX A-continued APPENDIX A-continued 

RBRACKET “[Irightfsquarefbracket!]” punct; THROW RETURN CASE VAR 
. . #de?ne EXprRdelirnTokens RPAREN RBRACE 

SINGLEiQUOTE “[Isinglefquote?” punct; #de?ne EXprLdelirnRules IfClause WhileClause ForClause 
DOUBLEiQUOTE “[I doublefquote! ]” punct; 5 ForInClause WithClause 
COMMENTiOPEN “[Islash!][Iasterisk!]” punct; #de?ne EXprEXcludeRules IiStrnnt Expr 
COMMENTiCLOSE “[Iasteriskl] [IslashI]” punct; #de?ne EXprStrnntRules FuncDecl IiElseStrnnt IfNoElseStrnnt 
DOUBLEiSLASH “[IslashI][IslashI]” punct; WhileStrnnt DoWhileStrnnt ForStrnnt ForInStrnnt SWitchStrnnt 
INTEGERi DECIMAL 
INTEGER HEX 

cdata CDATA 

DOUBLEiQUOTE DOUBLEiQUOTE “[Ibackslashl] 
[Idoublefquotel]? “[ [Ibackslashl][Idoublefquotel]]+”; 

SINGLEiQUOTE SINGLEiQUOTE “[Ibackslashl] 
[Isinglefquotel]?” “[??backslashl] [Isinglefquotel]1+”; 

COMMENTiOPEN COMMENTiCLOSE “[ [IasteriskI]]+”; 
DOUBLEiSLASH EOL “[ [InlI]]+”; 

} 
VSEMICOLON vdelirn; 

} 
#de?ne OP PLUS I MINUS I SLASH I MULTIPLY I MOD 
tokenipairs 

invalid IDENT IDENT; 
invalid IF(ELSE I FOR I WHILE I DOT); 
invalid (OP) (OP); 
valid (PLUS I MINUS) (PLUS I MINUS); 
invalid INTEGERiDECIMAL IDENT; 

#de?ne Sernicolon (SEMICOLON IVSEMICOLON) 
#de?ne Sernicoloni SEMICOLON VSEMICOLON 
#de?ne ActionClause (((Expr) Sernicolon) I (Block)) 
parserirules 

rule Eval 

p atterns 

EVAL List; 

rule FuncSig 
{ 

patterns 

(FUNCTION) (IDENT?) (List); 

actions 

this.val=$(2).val; 
@(“FUNCNAME”).val = $(2).val; 

rule FuncDecl 

{ 
patterns 

(FuncSig) Block; 

actions 

this.val=$(1).val; 
~@(“FUNCNAME”); 

rule FuncCall 

{ 
patterns 

(IDENT) List; 

actions 

this.val=$(1).val; 

} 

#de?ne EXprDelirnTokens 
#de?ne EXprLdelirnTokens 

Sernicoloni COMMA COLON 
LPAREN LBRACE ELSE DO IN 
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WithStrnnt TryCatchFinallyStrnnt TryCatchNoFinallyStrnnt 
TryNoCatchFinallyStrnnt ThroWStrnnt ReturnStrnnt LabelStrnnt 
CaseStrnnt DefaultStrnnt BreakStrnnt ContinueStrnnt VarStrnnt 
DebuggerStrnnt NakedBlockStrnnt NakedListStrnnt 

rule Expr nonode 

p atterns 

{ 
( 

[EXprDelirnTokens EXprLdelirnTokens EXprLdelirnRules]? 
([ EXprDelirnTokens EXprLdelirnTokens EXprLdelirnRules 

EXprEXcludeRules EXprRdelirnTokens]+) [EXprDelirnTokens 
EXprRdelirnTokens] ) I ([EXprStrnntRules]); 

actions 

addnode(children=“2 3”); 
} 

} 
rule BlockBegin nonode 
{ 

patterns 

LBRACE; 
} 
actions 

@level++; 

} 
rule Block 

{ 
patterns 

(LBRACE)(EXpr Sernicolon?)* (RBRACE); 

actions 

rule List 

{ 
patterns 

(LPAREN) ((Expr) (COMMA Expr)*)? (RPAREN); 

analyzerirules 

RULEiDECL (Begin) nornatch 
{ 

patterns 

BEGIN; 

actions 

@(“WindoW”, O).attr += ATTRiWINDOW; 
@(“self’, 0).attr += ATTRiWINDOW; 
@(“parent”, O).attr += ATTRiWINDOW; 

} 

RULEiDECL (ScrWidAssign) 
{ 

patterns 

(IDENT) ASSIGNMENT IDENT <val==“screen”> DOT IDENT 
<val==“Width”>; 

} 
actions 
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APPENDIX A-continued 

@($(l ).val).attr += ATTRiS CRWID; 

RULEiDECL (ScrHgtAssign) 

p atterns 

(IDENT) ASSIGNMENT IDENT <val==“screen”> DOT IDENT 
<val==“height”>; 

actions 

RULEiDECL (ScrWidHgtList) 

p atterns 

LPAREN Expr COMMA Expr COMMA 
Expr <attr?=ATTRiSCRWID> COMMA 
Expr <attr?=ATTRiSCRHGT>; 

} 
RULEiDECL (EXPLOIT) exploit 
{ 

p atterns 

. <(rnatches(*):RULE(CreatePopupl) & 

rnatches(*):RULE(WndShoWScrnWidHgtl)) l 
(rnatches(*):RULE(CreatePopup2) & 

rnatches(*):RULE(WndShoWScrnWidHgt2))>; 

RULEiDECL (CreatePopup l) 

patterns 

(IDENT) ASSIGNMENT IDENT <@(val).attr?= 
ATTRiWINDOW> 

DOT FuncCall <val==“createI’opup“> $; 

actions 

@($(l ).val).attr += ATTRiWINDOW; 

What is claimed is: 
1. A computer processor-based multi-lingual method for 

scanning incoming program code, comprising: 
receiving, by a computer, an incoming stream of program 

code; 
determining, by the computer, any speci?c one of a plural 

ity of programming languages in Which the incoming 
stream is Written; 

instantiating, by the computer, a scanner for the speci?c 
programming language, in response to said determining, 
the scanner comprising parser rules and analyZer rules 
for the speci?c programming language, Wherein the 
parser rules de?ne certain patterns in terms of tokens, 
tokens being lexical constructs for the speci?c program 
ming language, and Wherein the analyZer rules identify 
certain combinations of tokens and patterns as being 
indicators of potential exploits, exploits being portions 
of program code that are malicious; 

identifying, by the computer, individual tokens Within the 
incoming stream; 

dynamically building, by the computer While said receiv 
ing receives the incoming stream, a parse tree Whose 
nodes represent tokens and patterns in accordance With 
the parser rules; 
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20 
dynamically detecting, by the computer While said 

dynamically building builds the parse tree, combina 
tions of nodes in the parse tree Which are indicators of 
potential exploits, based on the analyZer rules; and 

indicating, by the computer, the presence of potential 
exploits Within the incoming stream, based on said 
dynamically detecting. 

2. The method of claim 1 Wherein said dynamically build 
ing a parse tree is based upon a shift-and-reduce algorithm. 

3. The method of claim 1 Wherein the parser rules and 
analyZer rules include actions to be performed When rules are 
matched. 

4. The method of claim 1 Wherein the speci?c program 
ming language is JavaScript. 

5. The method of claim 1 Wherein the speci?c program 
ming language is Visual Basic VBScript. 

6. The method of claim 1 Wherein the speci?c program 
ming language is HTML. 

7. The method of claim 1 Wherein the speci?c program 
ming language is Uniform Resource Identi?er (URI). 

8. The method of claim 1 Wherein the incoming stream of 
program code includes embedded program code, the method 
further comprising: 

identifying, by the computer, another one of the plurality of 
programming languages in Which the embedded pro 
gram code is Written, the other programming language 
being different that the speci?c programming language 
in Which the incoming stream is Written; and 

repeating said instantiating, said identifying, said dynami 
cally building, said dynamically detecting and said indi 
cating for the embedded program code, based on the 
parser rules and the analyZer rules for the other program 
ming language. 

9. A computer system for multi-lingual content scanning, 
comprising: 

a non-transitory computer-readable storage medium stor 
ing computer-executable program code that is executed 
by a computer to scan incoming program code; 

a receiver, stored on the medium and executed by the 
computer, for receiving an incoming stream of program 
code; 

a multi-lingual language detector, stored on the medium 
and executed by the computer, operatively coupled to 
said receiver for detecting any speci?c one of a plurality 
of programming languages in Which the incoming 
stream is Written; 

a scanner instantiator, stored on the medium and executed 
by the computer, operatively coupled to said receiver 
and said multi-lingual language detector for instantiat 
ing a scanner for the speci?c programming language, in 
response to said determining, the scanner comprising: 
a rules accessor for accessing parser rules and analyZer 

rules for the speci?c programming language, Wherein 
the parser rules de?ne certain patterns in terms of 
tokens, tokens being lexical constructs for the speci?c 
programming language, and Wherein the analyZer 
rules identify certain combinations of tokens and pat 
terns as being indicators of potential exploits, exploits 
being portions of program code that are malicious; 

a tokeniZer, for identifying individual tokens Within the 
incoming; 

a parser, for dynamically building While said receiver is 
receiving the incoming stream, a parse tree Whose 
nodes represent tokens and patterns in accordance 
With the parser rules accessed by said rules accessor; 
and 






